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Abstract

Josephson Junction Devices: Model Quantum Mechanical Systems and Medical

Applications

by

Josephine Chen

Doctor of Philosophy in Physics

University of California, Berkeley

Professor John Clarke, Chair

In this dissertation, three experiments using Josephson junction devices are described. In

Part I, the effect of dissipation on tunneling between charge states in a superconducting

single-electron transistor (sSET) was studied. The sSET was fabricated on top of a semi-

conductor heterostructure with a two-dimensional electron gas (2DEG) imbedded beneath

the surface. The 2DEG acted as a dissipative ground plane. The sheet resistance of the

2DEG could be varied in situ by applying a large voltage to a gate on the back of the

substrate. The zero-bias conductance of the sSET was observed to increase with increas-

ing temperature and 2DEG resistance. Some qualitative but not quantitative agreement

was found with theoretical calculations of the functional dependence of the conductance

on temperature and 2DEG resistance .

Part II describes a series of experiments performed on magnesium diboride point-
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contact junctions. The pressure between the MgB2 tip and base pieces could be adjusted

to form junctions with different characteristics. With light pressure applied between the

two pieces, quasiparticle tunneling in superconductor-insulator-superconductor junctions

was measured. From these data, a superconducting gap of approximately 2 meV and a

critical temperature of 29 K were estimated. Increasing the pressure between the MgB2

pieces formed junctions with superconductor-normal metal-superconductor characteristics.

We used these junctions to form MgB2 superconducting quantum interference devices

(SQUIDs). Noise levels as low as 35 fT/Hz1/2 and 4 µΦ0/Hz1/2 at 1 kHz were measured.

In Part III, we used a SQUID-based instrument to acquire magnetocardiograms

(MCG), the magnetic field signal measured from the human heart. We measured 51

healthy volunteers and 11 cardiac patients both at rest and after treadmill exercise. We

found age and sex related differences in the MCG of the healthy volunteers that suggest

that these factors should be considered when evaluating the MCG for disease. We also

defined a spatio-temporal MCG parameter, the repolarization stabilization interval, which

successfully discriminated our patients from our healthy controls.

Professor John Clarke
Dissertation Committee Chair
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Chapter 1

Preface

1.1 Superconductivity

One of the most spectacular manifestations of quantum mechanics on a large scale

is superconductivity. Below a critical temperature Tc and a critical magnetic field Hc1,

superconductors exhibit perfect conductivity characterized by zero electrical resistance

and perfect diamagnetism characterized by the expulsion of magnetic fields. In 1957

Bardeen, Cooper, and Schrieffer produced a microscopic explanation for this phenomenon

[1]. In the superconducting state, electrons spontaneously form pairs, called Cooper pairs,

under the influence of a phonon-mediated attractive force. The superconducting ground

state is the product of many Cooper pair states in which each pair state has a probability

amplitude of being occupied and an amplitude of being vacant. The magnitudes of the

pair occupancy and vacancy amplitudes depend on the momentum of the constituent

electrons, but the relative phase of the probability amplitudes is common for all states.

This phase, θ, is a macroscopic quantum mechanical variable. At non-zero temperatures,
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there exist excitations, called quasiparticles, that consist of unpaired electrons. According

to the BCS theory, the quasiparticle energy is given by the expression

Ek(T ) =
√

ε2k + ∆2(T ) (1.1)

where εk is the energy of an electron in a normal metal referred to the Fermi energy.

The quasiparticle states are elevated in energy from the superconducting ground state by

∆(T ), called the superconducting energy gap. The superconducting gap at T = 0 K, ∆(0),

is a property of the material. The temperature dependence of the gap follows a universal

curve that has been derived in the limit of low phonon-electron coupling. Additionally, in

the low-coupling limit, the critical temperature and the superconducting gap at T = 0 K

are related by the expression

2∆(0) = 3.52kBTc. (1.2)

The BCS theory successfully explains the behavior of a class of superconductors, generally

called low-Tc superconductors, for which the superconducting mechanism depends on a

phonon-mediated attraction between electrons. In 1986, a class of copper-oxide materi-

als was discovered with much higher critical temperatures on order of 100 K. Scientists

continue to strive for a complete understanding of these high-Tc superconductors.

1.2 The Josephson junction

In 1962, B. D. Josephson made several astonishing predictions on the behavior of

two superconductors separated by a thin insulating barrier[2]. These predictions are valid

for any junction composed of two superconductors connected by a weak link, the so-called
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Josephson junction. Josephson’s first prediction was the existence of a supercurrent Is

that flows across the junction with zero applied voltage given by

Is = Ic sin φ (1.3)

where Ic is the critical current of the junction and φ ≡ θ2 − θ1 is the phase difference

across the junction. Josephson’s second prediction related the time evolution of the phase

difference with the bias voltage V :

dφ

dt
= 2eV/h̄. (1.4)

Equations 1.3 and 1.4 imply that a dc bias voltage produces an oscillating current across

the junction. These relations also imply that energy is stored in the junction of the form

−EJ cos φ (1.5)

where

EJ ≡ h̄Ic/2e (1.6)

is the Josephson energy (see Sec. 6.1 in Ref. [3]). The critical current of a junction

depends on the superconducting material and the physical dimensions of the insulating

barrier. The product of the critical current and the normal state resistance of the junction,

Rn, is independent of junction geometry and can be expressed as [4]

IcRn =
π∆(T )

2e
tanh

(

∆(T )

2kBT

)

≈
π∆(0)

2e
for T ¿ Tc. (1.7)

Using Eqs. 1.6 and 1.7, one can rewrite the Josephson energy as

EJ =
h̄π∆(T )

4e2Rn
tanh

(

∆(T )

2kBT

)
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≈
h̄π∆(0)

4e2Rn
for T ¿ Tc. (1.8)

The Josephson relations describe the behavior of an ideal Josephson junction.

A basic model of a more physical Josephson junction is the resistively and capacitively

shunted junction (RCSJ) model. As depicted in Fig. 1.1(a), an ideal Josephson junction,

symbolized by a cross, is shunted by the junction capacitance and a resistor represent-

ing quasiparticles flowing through the junction. Summing the current through the three

current paths yields

I = Ic sinφ +
V

R
+ C

dV

dt
. (1.9)

Replacing V using Eq. 1.4 and Ic using Eq. 1.6, we can rewrite the above equation as

(

h̄

2e

)2

Cφ̈ =

[

−EJ sinφ +
h̄I

2e

]

−

(

h̄

2e

)2 1

R
φ̇. (1.10)

This equation of motion for φ is equivalent to that of a particle in a tilted washboard

potential, as illustrated in Fig. 1.1(b), where the particle mass is proportional to the

capacitance, the damping is inversely proportional to R, and the tilt of the washboard

is proportional to the bias current. To find the current-voltage behavior of the junction,

Eq. 1.10 can be solved for φ̇ which is related to the voltage using the second Josephson

relation, Eq. 1.4. Depending on the parameters C and R, Eq. 1.10 can produce different

current-voltage characteristics.

One regime is obtained if we assume that the damping term is small relative to

the capacitive term, or that βc ≡ 4πeIcR
2C/h À 1. In this limit, the underdamped limit,

at zero applied bias current the phase will oscillate about a minimum of the potential well
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C

Ic

R

slope ∼ -I

φ

U

2EJ

2π 4π 6π

(a) (b)

Figure 1.1: Resistively and capacitively shunted junction (RCSJ) model. (a) Circuit
diagram. (b) Tilted washboard potential.

at the plasma frequency

ωp ≡

√

2eIc

h̄C
. (1.11)

Applying a small bias current tilts the potential. The phase remains trapped in the well,

and the voltage across the junction, proportional to φ̇, remains zero. When I reaches Ic,

the potential minimum disappears and the phase slides down the slope. At this stage

Cooper pairs begin to break and correspondingly the voltage jumps to 2∆/e. As more

current is applied, the junction behaves as if it were in the normal state. If we now decrease

the current, the tilted washboard begins to level. The phase continues to slide down the

potential until it retraps at the minimum of a well. For low damping, this does not occur

until the current approaches zero. Thus the current-voltage curve is hysteretic as shown

in Fig. 1.2.
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V

I

2∆/e

Figure 1.2: Ideal current-voltage behavior of an underdamped Josephson junction at T =
0 K

1.3 Josephson junction devices

Over the past decades, researchers have developed many devices exploiting the

remarkable properties of the Josephson junction. These devices are widely used in funda-

mental physics research. For example, Josephson junction devices can act as model systems

whose parameters can be more easily controlled experimentally than their physical analogs.

Researchers have used these model systems to study the Kondo effect, the interaction of

the electronic states of an impurity atom with those of a metal [5], and to study quantum

mechanical phase transitions [6]. Josephson junction devices are also macroscopic quan-

tum mechanical systems. The phase difference across a Josephson junction is a quantum

mechanical variable which determines a macroscopic quantity, the current through the

junction. Using various Josephson junction devices, scientists have observed the tunnel-

ing of a macroscopic variable [7], the superposition of two macroscopically distinct states

[8, 9, 10], as well as the coherent oscillations between two states [11].

Josephson junction devices are also providing technological advancements for

many commercial applications. For example, devices are being developed as sensitive

detectors of microwave electromagnetic radiation and as low-noise amplifiers [12]. The
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most widely used Josephson junction device, the superconducting quantum interference

device (SQUID), consists of a superconducting loop interrupted by either one or two

Josephson junctions. It is the most sensitive detector of magnetic flux and is employed in

a variety of applications [13]. The SQUID is used to measure magnetic susceptibility and is

being developed to nondestructively detect structural features in materials such as steel.

SQUIDs are also sensitive enough to measure magnetic signals produced by the body.

Magnetoencephalography (MEG), measurement of the magnetic field from the brain, is

one of the few techniques that provides high time-resolved information on the activity of

the brain. There is also great interest in using SQUIDs for magnetocardiography (MCG),

measurement of the magnetic fields from the heart.

The vast potential of SQUIDs and other Josephson junction devices, however, is

tempered by the cost of cooling them. It can also be quite costly to shield SQUID-based

instruments from external magnetic field noise. There is continual interest in decreasing

these costs to increase the practicality of the devices. High-Tc superconducting devices

are less expensive to cool but have inferior noise properties compared with low-Tc devices.

Closed-cycle refrigeration units, called cryocoolers, are being developed to decrease the cost

of cooling low-Tc devices. Additionally, there have been great advancements in techniques

to decrease the effect of external magnetic field noise on SQUID instruments. These

include the development of gradiometers which are less sensitive to the more uniform

magnetic fields produced by distant noise sources.

In this dissertation I will describe three experiments using Josephson junction

devices that touch on many of their various uses. Part I describes an experiment using a



8

Josephson junction device as a macroscopic quantum mechanical system. The device is a

superconducting single-electron transistor (sSET) which consists of a small superconduct-

ing island connected by Josephson junctions to superconducting leads. Using the sSET

coupled capacitively to a resistive ground plane, we studied the effect of dissipation on

tunneling between charge states. The ground plane was provided by a two-dimensional

electron gas (2DEG) imbedded in a semiconductor substrate. By depleting the 2DEG,

we were able to change the resistance of the ground plane, and thus vary the amount

of dissipation coupled to the system. In this manner, we quantitatively mapped out the

effect of dissipation for comparison with theoretical calculations.

Part II describes an experiment on point-contact junctions using magnesium di-

boride, a material that was discovered just two years ago to be a superconductor at the

relatively high temperature of 39 K. This discovery generated intense interest in uncov-

ering the superconducting mechanism in this material and in exploring its application

potential. To form point contacts, we mounted a MgB2 tip on a movable rod whose

distance from a base piece could be adjusted. In this manner we formed junctions with

a variety of characteristics and performed a series of experiments using this technique.

First we measured the tunneling of quasiparticles across the junctions to investigate the

superconducting gap of the material. We also measured SQUIDs made from the material

with low-noise properties.

Part III involves one of the medical applications of Josephson junction devices

mentioned above, magnetocardiography (MCG). Using one of the first commercial systems

designed to work in an unshielded environment, we performed a clinical MCG study at
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the Alta Bates Summit Medical Center in Oakland and Berkeley in collaboration with a

cardiologist, Pate Thomson. We measured over 50 healthy volunteers to determine the

variations in the normal MCG. We also measured a small number of cardiac patients to

investigate the possible signatures of disease in the MCG.
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Part I

The Effect of Dissipation on a

Superconducting Single-Electron

Transistor
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Chapter 2

Introduction

2.1 Dissipation in macroscopic quantum mechanical systems

The field of quantum mechanics traditionally has focused on small physical sys-

tems. These systems can be weakly coupled to other environmental variables and in some

limit can be considered isolated. Increasingly, scientists are interested in studying macro-

scopic quantum mechanical systems, systems containing large numbers of constituents

that nonetheless can be described by a small number of macroscopic quantum mechanical

variables. It is more difficult to isolate these large systems, and, on a microscopic level, the

interaction of these systems with the environment is extremely complicated. The net loss

of energy from the system to the many unseen environmental degrees of freedom is called

dissipation. The effect of dissipation on a system can be described phenomenologically by

damping or friction coefficients, but the actual nature of the microscopic interactions may

not be known.

In the early 1980’s, an important theoretical technique to incorporate dissipation
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into quantum mechanical calculations was developed [14, 15]. This technique was then

used to calculate the effect of dissipation on tunneling of macroscopic quantum mechanical

variables. The idea proposed by Caldeira and Leggett was to construct terms in the

Lagrangian for the environment and the interaction of the environment with the system

that do not depend on the actual microscopic details of the interaction. The environment

was represented as an infinite number of microscopic variables, all of which are only weakly

disturbed by the system. Because each environmental variable interacts only weakly with

the system, we can model the environmental variable as a harmonic oscillator that is

linearly forced by the system. The masses, natural frequencies, and coupling coefficients for

the infinite bath of harmonic oscillators are constrained by the phenomenological friction

parameters but are otherwise undetermined. Miraculously, however, calculations of the

tunneling rate depend only on the phenomenological coefficients and not on the choice of

harmonic oscillator parameters.

Josephson junction devices provide ideal quantum mechanical systems in which

to study the effect of dissipation. Many experiments have been performed to study the

tunneling of the phase difference across the Josephson junction coupled to a dissipative

shunting resistor [16]. Experiments were also performed in which the dissipation coupled

into the system could be varied in situ [17]. The results of these experiments are in good

agreement with the theoretical calculations. Fewer experiments have focused on tunneling

in systems where charge is a good quantum mechanical variable [18]. In this experiment,

we studied tunneling between charge states in a system coupled to a tunably dissipative

environment [19].



13

C, Rn C, Rn

N

Cg

Vg

nL, ϕL
nR, ϕR

V

Figure 2.1: Circuit diagram of an ideal sSET without dissipation. Parameters: C =
junction capacitance; Rn = normal state resistance, Cg = gate capacitance. Control
parameters: V = bias voltage; Vg = gate voltage. Variables: nL and nR = number of
Cooper pairs that have crossed each junction respectively; φL and φR = phase difference
across each junction. N = nL − nR = number of Cooper pairs on the island.

2.2 The superconducting single-electron transistor and

Coulomb blockade

A superconducting single-electron transistor (sSET) consists of a superconduct-

ing island connected to superconducting leads by Josephson junctions. Figure 2.1 contains

the circuit diagram of an ideal sSET, ignoring the dissipative aspects of the environment.

Each junction has a capacitance, C, and a normal state resistance, Rn. The island is ca-

pacitively coupled to a gate with capacitance Cg. The parameters that can be controlled

in the experiment are the applied bias voltage V and the applied voltage on the gate Vg.

The phase differences across the Josephson junctions, φL and φR, are macroscopic quan-

tum mechanical variables. The number of Cooper pairs that have been transferred across

the junctions, nL and nR, are also quantum mechanical variables. The number and phase
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variables for each junction are conjugates and obey the uncertainty relation [20]

∆n∆φ ≥ 1/2. (2.1)

At T = 0 K and for zero applied bias voltage, the Hamiltonian for this ideal

system consists of the electrostatic energy of the island and the Josephson energies of the

two junctions:

H =
(2eN − CgVg)

2

2CΣ
− EJ cos φL − EJ cos φR

= 4Ec (N − CgVg/2e)2 − EJ cos φL − EJ cos φR. (2.2)

where N = nL −nR is the number of Cooper pairs on the island and CΣ = 2C +Cg is the

total capacitance of the island. The charging energy,

Ec ≡
e2

2CΣ
, (2.3)

is the energy required to add or remove a single electron from the island. In terms of

charge states, the Josephson terms in the Hamiltonian can be reexpressed as [20]

−EJ cos φL − EJ cos φR = −
EJ

2

(

eiφL + e−iφL

)

−
EJ

2

(

eiφR + e−iφR

)

= −
EJ

2
(|nL + 1〉 〈nL| + |nL − 1〉 〈nL|)

−
EJ

2
(|nR + 1〉 〈nR| + |nR − 1〉 〈nR|) . (2.4)

The electrostatic term in the Hamiltonian creates a barrier for Cooper pairs to flow across

the junctions; it requires energy 4Ec to change the island charge by one Cooper pair. For

temperatures kBT < 4Ec and for EJ < 4Ec, charge states are well-defined and transport

properties of the device are influenced by “Coulomb blockade” effects. In this case we can
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consider the Josephson coupling to be a perturbation leading to the incoherent tunneling

of Cooper pairs.

The charging energy barrier to tunneling and therefore the transport properties

of the sSET depend on the gate voltage. As depicted in Fig. 2.2, the energies of different

charge states form parabolas as functions of the gate voltage. The charging barrier at

any particular gate voltage is the difference in energy between the charge state with the

lowest energy and the state with the next lowest energy. As the gate voltage is swept,

transport properties such as the zero-bias conductance, G0, should be modulated with

period 2e/Cg. Quasiparticles in the system, however, can poison this 2e periodicity [21, 22].

Quasiparticles can be thermally excited at non-zero temperatures and can also exist in

defect states in the material. Although Cooper pair tunneling provides the majority of

the charge transport through the sSET, quasiparticle movement on and off the island or

gate can effectively shift the gate voltage by e/Cg and thus decrease the effective charging

barrier. As depicted in Fig. 2.2, transport properties of the sSET become 1e periodic with

gate voltage and modulate less strongly with gate voltage.

2.3 The sSET with dissipation

The ideal sSET model can now be coupled to a dissipative environment. The

full microscopic details of the environment and its interaction with the system are compli-

cated but the net effect can be summarized by a single parameter, the effective complex

impedance Zeff (ω) across each of the junctions. The effective impedance across the junc-

tions can be estimated from the details of the sample structure. In this experiment, the
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Figure 2.2: Top: Energy levels of charge states of the sSET as a function of gate voltage.
Squares label charge state degeneracy points. Circles label degeneracy points of charge
states including those shifted by 1e. N = number of Cooper pairs on the island; Cg and
Vg = gate capacitance and voltage; Ech = (2eN − CgVg)

2/2CΣ is the charging energy
where CΣ = the total capacitance of the island. Bottom: Zero-bias conductance, G0, of
the sSET as a function of gate voltage. Solid lines: without poisoning by quasiparticles,
Dashed lines: with poisoning by quasiparticles.
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effective impedance can also be varied in situ.

The effect of the dissipative environment is to produce voltage fluctuations across

the junctions. We can relate the voltage fluctuations to Zeff (ω) using the generalized

Johnson-Nyquist theorem [23]. The Fourier transform of the voltage correlation function,

〈δV (0)δV (t)〉 where 〈〉 denotes an ensemble average, is given by

1

2π
Re [Zeff (ω)] h̄ω coth

(

h̄ω

kBT

)

. (2.5)

These voltage fluctuations can be related to phase fluctuations δφ(t) using the second

Josephson relation, Eq. 1.4. The Josephson coupling terms of the Hamiltonian then be-

come

−EJ cos φ → −EJ cos (φ + δφ) = −
EJ

2

[

ei(φ+δφ) + e−i(φ+δφ)
]

. (2.6)

The factors involving e±iδφ create transitions in the environment during the tunneling

process. According to Caldeira and Leggett [14, 15], the environment can be modeled

theoretically as an infinite bath of harmonic oscillators,

Hbath =
∑

α

[

p2
α

2mα
+

mαω2
α

2
x2

α

]

. (2.7)

The fluctuating voltage is produced by a linear coupling with the bath,

δV (t) =
∑

α

λαxα(t). (2.8)

The appropriate choice of the bath parameters mα, ωα, and λα will reproduce the voltage

fluctuations in Eq. 2.5. However, as Appendix A details, the tunneling calculations do not

require a particular set of bath parameters to be chosen. Only the parameter Zeff (ω) is

necessary to determine the effect of the dissipative environment. For this experiment, the
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dependence of the zero-bias conductance on temperature and dissipation are compared

with calculations based on this technique.
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Chapter 3

Experimental Methods

3.1 Sample preparation

3.1.1 GaAs/AlGaAs heterostructure substrate

To make samples with controllable environmental dissipation, we fabricated the

sSET device on top of a GaAs/AlGaAs heterostructure with an imbedded two-dimensional

electron gas (2DEG) located 110 nm below the top surface of the substrate. The 2DEG acts

as a dissipative ground plane for the device. This dissipative environment can be controlled

in situ by applying large voltages to a metallic gate on the back of the substrate, depleting

the electrons from the 2DEG and thus changing its surface resistance. This technique

was pioneered several years ago by Alex Rimberg and Çaǧliyan Kurdak as postdoctoral

researchers in the Clarke group.

The heterostructures we used were manufactured by K. L. Campman and A.

C. Gossard at the University of California, Santa Barbara. The substrates were grown
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Figure 3.1: Physical structure and conduction band structure of GaAs/AlGaAs het-
erostructure with imbedded two-dimensional electron gas.

on a GaAs substrate using molecular beam epitaxy and consisted of the following lay-

ers from bottom to top: 500 nm of GaAs, 104 nm of Al0.3Ga0.7As, and 6 nm of GaAs.

The Al0.3Ga0.7As was selectively doped with Si donors located 40 nm above the lower

GaAs/AlGaAs interface. As Fig. 3.1 depicts, the conduction band structure of the sub-

strate has a triangle shaped potential well that dips below the Fermi energy at the lower

interface between the GaAs and the Al0.3Ga0.7As. Electrons supplied by the donors collect

in this well forming the 2DEG.

To prepare the substrate for our samples, the back of the heterostructure was

thinned using a hand lapping tool until the total thickness of the substrate was 251 µm.

We then cleaved the substrate into 2 mm x 2 mm squares. Ohmic electrical contacts to the

2DEG were formed by alloying InSn at the corners of the substrate. After the sSET was

fabricated on the top surface, as will be described in the next section, the substrate and

sample were mounted on a copper back gate on the sample stage of a dilution refrigerator

unit.
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3.1.2 Microfabrication of the sSET

The dynamics of the sSET depend on two energy scales, the charging barrier to

tunneling, 4EC , and the Josephson coupling energy, EJ . To observe the quantum me-

chanical behavior of the sSET, 4EC/kB and EJ/kB must be greater than the temperature

T . We can achieve temperatures down to 20 mK by cooling our samples using a dilution

refrigerator. According to Eq. 1.8, fabricating low-resistance insulating barriers increases

the EJ of our samples. To increase Ec, it is necessary to fabricate small capacitance

junctions and island in accordance with Eq. 2.3. Making small capacitance junctions with

correspondingly small areas requires special microfabrication techniques: electron beam

lithography and two-angle shadow evaporation [24].

Electron beam lithography refers to the creation of a mask using an electron beam

to define its features. A resist is spun onto the substrate and then a pattern is drawn out

on the resist-coated substrate using an electron beam. Exposure to the electron beam

changes the solubility of the resist. Positive resists become more soluble while negative

resists become less soluble when exposed. Development of the exposed substrate in a

solution bath produces the mask. To create a shadow mask, we applied two layers of

positive resist to the substrate. The lower layer is more sensitive to the electron beam

than the upper layer. When the substrate is exposed to the electron beam and then

developed in solution, the mask will be undercut as depicted in Fig. 3.2.

Figure 3.3(a) depicts the central region of the sSET mask showing the critical

features. The island is sandwiched by wide leads on each side. Attached to the leads and

the island are short narrow arms that will form the junctions. There is a gap between
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Figure 3.2: Shadow mask fabrication

the arm from the lead and the arm from the island in the top portion of the mask, but,

as depicted in Fig. 3.3(b), the region below the gap is completely undercut. Evaporating

aluminum onto the mask from two different angles causes the vertical arm from the top

layer to overlap with the horizontal arm from the bottom layer. Introducing oxygen

gas into the evaporation chamber between the two depositions oxidizes the surface of the

bottom layer of aluminum creating a thin insulating barrier of aluminum oxide. To control

the resistance of the junctions, we varied the pressure of the oxygen gas as well as the

oxidizing time. Figure 3.3(c) depicts the side view of the junction structure showing the

two superconducting layers separated by the insulating barrier.

Figure 3.4 is a scanning electron microscope (SEM) image of one of our sSET

samples. The dual shifted images are the two layers of aluminum deposited from opposing
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Figure 3.3: (a) The central region of the top portion of the sSET mask. (b) Highlight
of the junction area. Left: Top portion of the mask with the region below completely
undercut. Right: Top view of the junction structure after two evaporations from opposing
angles. The vertical arm from the top layer (dark grey) overlays the horizontal arm from
the lower layer (light grey). (c) Side view of the Josephson junction structure.
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Figure 3.4: Scanning electron microscope image of an sSET. Island: 0.5 µm x 2 µm.
Leads: 10 µm wide. Junctions: 90 nm x 90 nm.

angles. The bottom layer of aluminum is approximately 20 nm thick, and the top layer is

approximately 35 nm thick. The bottom layer of aluminum was oxidized by introducing

400 mtorr of a 95% argon, 5% oxygen gas mixture into the evaporation chamber for three

minutes. The junctions are located at the intersection of the arms from the bottom and

top layers as discussed above. From zoomed SEM images, the junction area is estimated

to be 90 nm x 90 nm. The two overlapping layers of aluminum of the island and the leads

form large critical current Josephson junctions that effectively act as superconducting

shorts at low bias currents and voltages. The island dimensions are 0.5 µm x 2 µm. Both

leads are 10 µm wide and extend far beyond the boundaries of Fig. 3.4. Each lead splits

into two leads which run into two separate contact pads. The length of the leads from the

junctions to each of the four contact pads is 760 µm.
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3.2 Sample characterization

3.2.1 The sSET

Figure 3.5 contains the circuit diagram for our sSET sample coupled to the

2DEG. The gate voltage Vg is applied to the 2DEG ground plane through one of the InSn

ohmic contacts. The back-gate voltage Vbg is applied to the metallic gate on the back

of the substrate and controls the sheet resistance of the 2DEG, R2D. The normal state

resistances of each junction, Rn, were assumed to be equal and were measured to be 18

kΩ at 1.2 K using a four terminal configuration. Assuming a specific capacitance of 45

fF/µm2 [25], the junction capacitance C of the 90 nm x 90 nm junctions was estimated

to be 0.37 fF. To measure the gate capacitance, we applied a large magnetic field to the

sample, driving the aluminum normal, and determined the periodicity of the zero-bias

conductance with respect to the gate voltage which is periodic with period e/Cg in the

normal state. We estimated a gate capacitance of 1.8 fT.

Using the measured and estimated sSET parameters, we calculated the two im-

portant energy scales: the charging barrier, 4EC , and the Josephson coupling energy, EJ .

Using Eq. 2.3 we calculated a charging barrier of EC/kB ≈ 1.5 K. Using the low tempera-

ture limit of Eq. 1.8 and the known superconducting gap in aluminum, ∆(0) = 0.17 meV,

we calculated a Josephson energy of EJ/kB ≈ 380 mK. For this set of parameters, the

sample should be well described by the charge state picture for temperatures ≤ 300 mK.
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Figure 3.5: Diagram of the sSET coupled to a 2DEG. C and Rn are the junction capac-
itance and resistance, assumed to be the same for both junctions. Cg is the capacitance
of the island to the ground plane which acts as the gate. R2D is the sheet resistance of
the 2DEG. Vg is the gate voltage applied to the 2DEG. Vbg is the back-gate voltage that
depletes the 2DEG and changes the ground plane resistance.
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3.2.2 The dissipative ground plane

To characterize the 2DEG, we measured its sheet resistance, R2D, using the Van

der Pauw method [26]. Figure 3.6 depicts the lead configuration for this measurement.

For an approximately square sample, the sheet resistance is found using the formula

R2DEG ≈
π

ln 2

R24,13 + R34,12

2
(3.1)

where R24,13 = V24/I13. Figure 3.7 plots R2D as a function of the back-gate voltage. As

we apply larger negative back-gate voltages, we deplete the charge carriers in the 2DEG

and increase the sheet resistance. The sheet resistance of the 2DEG increases from 160

Ω/2 for Vbg = 0 V to 600 Ω/2 for Vbg = −300 V. The resistance between two electrodes

placed along opposite edges of a rectangular section of a sheet is given by

Resistance (in Ω) =
Sheet resistance (in Ω/2) x length of rectangle

width of rectangle
. (3.2)

3.2.3 The leads

The leads running from the junctions to the contact pads are quite long, 760 µm.

Therefore it is appropriate to model them as microstrip transmission lines as in Fig. 3.8.

The width of the leads, w, is 10 µm, and the distance between the lead and the ground

plane, d, is 0.1 µm. For an aspect ratio w/d of 100, we neglect the fringing effects of the

electric and magnetic fields. We will also neglect the small contribution to the inductance

from the electromagnetic properties of the superconducting lead (see Sec. 3.09 in Ref. [12]).

In this simple approximation, the distributed capacitance is ct ≈ εoεw/d ≈ 10−8 F/m
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Figure 3.6: Van der Pauw measurement configuration used to measure the sheet resistance
of the 2DEG
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Figure 3.7: 2DEG sheet resistance R2D as a function of the back-gate voltage Vbg.
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Figure 3.8: (a) Diagram of the leads to the sSET (not to scale) (b) Transmission line
model of the leads: `t = inductance per unit length; ct = capacitance per unit length; rt

= resistance per unit length

where ε ≈ 12 is the dielectric constant for AlGaAs. The approximate inductance per unit

length is `t ≈ µoµd/w ≈ 10−8 H/m where µ ≈ 1 is the permeability of AlGaAs. The

resistance per unit length can be estimated using Eq. 3.2 to be rt ≈ R2D/w. As we vary

the back-gate voltage from 0 V to -300 V, we vary rt from 16 - 60 MΩ/m.

The impedance of the transmission line is highly dependent on frequency. It is

convenient to estimate a frequency range of interest based on the dynamics of the sSET.

The Cooper pair tunneling frequency is one characteristic frequency. For a typical bias

current of 0.34 nA, the tunneling frequency can be estimated as I/2e ≈ 1 GHz or 108 rad/s.

The plasma frequency defined in the Preface may also be considered. Using Eq. 1.11 and

Eq. 1.7 we find that ωp = (π∆/h̄CRn)1/2 ≈ 3.5 × 1011 rad/s. We are therefore most

interested in frequencies from 108 − 1012 rad/s.
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For an infinite transmission line, the complex impedance is given by [27]

Zt(ω) =

√

rt + iω`t

iωct
. (3.3)

For frequencies lower than rt/`t ≈ 1015 rad/s, the resistive term dominates over the

inductive term and the impedance of the transmission line can be approximated as

Zt(ω) ≈

√

rt

2ωct
(1 − i). (3.4)

The leads of the sSET have a length, L, of 760 µm. They are terminated by large contact

pads. The impedance of a lead terminated by a contact pad with impedance Zp is given

by

Zt
Zp + Zt tanh γL

Zt + Zp tanh γL
(3.5)

where

γ =
√

(rt + iω`t)iωct ≈

√

ωrtct

2
(1 + i) for ω < 1015 rad/s. (3.6)

For frequencies greater than 107 rad/s, tanh γL ≈ 1 and thus the impedance of the leads

is approximately the infinite-transmission-line impedance Zt(ω) in Eq. 3.4.

3.2.4 The effective impedance across the junction

We are now ready to estimate the effective impedance across one of the Joseph-

son junctions. Figure 3.9(a) is a condensed circuit diagram of the sSET with the leads

represented by the transmission line impedance from Eq. 3.4. The resistance of the 2DEG

between the island and the lead was estimated to be R2D/3 based on the lateral spread of

the current flowing from the island to the lead. Focusing on the left junction in Fig. 3.9(a),

we see that the right junction effectively isolates the right half of the circuit diagram from
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Figure 3.9: (a) Condensed circuit diagram of the sSET. To calculate the effective
impedance across the left junction, Zeff (ω), the right half of the circuit can be neglected.
(b) The real part of the effective impedance across one junction as a function of 2DEG
resistance.
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the left junction. Therefore the effective impedance across one junction is simply

Zeff (ω) =
R2D/3 + Zt(ω) + 1/iωCg

1 + C/Cg + iωC [R2D/3 + Zt(ω)]
. (3.7)

The real part of this expression can vary non-montonically with 2DEG resistance. As seen

in Figure 3.9(b), for the frequencies of interest and for our range of 2DEG resistances, 160-

600 Ω/2, the real part of the impedance monotonically increases with increasing 2DEG

resistance.

3.3 Measurement techniques

To observe the quantum mechanical nature of the sSET device, it is necessary

to cool the device using a dilution refrigerator. We used an Oxford Model 75 dilution

unit run with a homemade circulation system that was assembled by former members of

the group [28]. The unit includes a 0.4 T magnet attached to the outside of the vacuum

can. A RuO2 thermometer measures the temperature of the sample. A “Rochlin bridge”

measures the resistance of the thermometer and can also provide feedback to a metal film

resistor on the mixing chamber to control the temperature of the sample.

Cooling the sample prevents noise in the sample from interfering with the sSET

dynamics, but does not prevent noise from equipment at higher temperatures from prop-

agating to the sample. Extensive filtering at several temperature stages is required to

prevent this out of equilibrium noise from affecting the transport properties of the sSET.

Vion et al. have calculated the filtering required to prevent high-temperature noise from

overwhelming the intrinsic tunneling rate of Coulomb blockade systems [29]. For a sample

temperature of 20 mK, over 200 dB of attenuation is needed.
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To provide this attenuation we built high-frequency copper-powder filters based

on a design previously developed in the Clarke group [7]. We formed small diameter

rods composed of a mixture of stycast and oxidized copper powder (grain size ≈ 30 µm)

around which we wound 300 turn solenoids of manganin wire. These solenoids were sealed

in copper tubes with stycast. The copper grains in these filters have a large effective skin

area, and eddy current heating greatly attenuates noise at high frequencies. A single filter

provided up to 80 dB of attenuation at frequencies above 800 MHz.

Figure 3.10 depicts the experimental configuration used to measure the zero-bias

conductance G0 of the sSET. Each lead was filtered by an LC π filter at room temperature,

an RC π filter and a Cu powder filter at 4.2 K, and four Cu powder filters providing greater

than 200 dB of attenuation at the sample temperature. To measure G0, a four-terminal

lock-in technique was used. Typically we applied a 9.19 Hz voltage signal to the primary

coil of a transformer. A large bias resistor on the secondary converted the signal to a

current bias of typically 0.34 nA rms. The voltage was measured from a separate set of

leads. The grounding of the circuit could be adjusted to decrease the common-mode signal

to the amplifier. Data were typically acquired over several hours as the voltage on the

gate was slowly swept.
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Figure 3.10: Experimental configuration to measure the zero-bias conductance of the sSET
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Chapter 4

Experimental Results

4.1 Qualitative observations

Figure 4.1 shows the current voltage characteristic of the sSET at 40 mK with

no applied gate or back-gate voltage. The current-voltage curve is hysteretic and low

resistance, supercurrent-like behavior can be observed at zero voltage. As current is

increased, the voltage switches out to 2∆/e and then to 4∆/e. The switching current at

zero voltage is about 1.5 nA which is approximately 10% of the critical current predicted

by Eq. 1.7.

Figure 4.2 plots the zero-bias conductance versus gate voltage at several differ-

ent temperatures with no applied back-gate voltage. As the temperature of the device in-

creases, the zero-bias conductance decreases. In general, the amplitude of the conductance

oscillations also decreases with increasing temperatures although there is a surprising lack

of oscillations at 100 mK. Figure 4.3 plots the zero-bias conductance versus gate voltage

at 18.7 mK for two different back-gate voltages. The zero-bias conductance decreases as
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the 2DEG resistance increases. The oscillation amplitude also decreases with increasing

2DEG resistance. The oscillation of the zero-bias conductance in both of these figures

has a period of 1e indicating that there most likely is poisoning due to defect states in

the material. Unfortunately, this poisoning may partially suppress the Coulomb blockade

features of the device. To maximize Coulomb blockade effects on the sSET, we focused

our attention on the minimum zero-bias conductance as a function of gate voltage, Gmin
0 ,

which corresponds to the maximum charging barrier for tunneling between charge states.

Figure 4.4 plots the temperature dependence of the minimum zero-bias conduc-

tance for two different values of 2DEG resistance. For both values, the minimum zero-bias

conductance decreases monotonically with increasing temperature. At each temperature,

the minimum zero-bias conductance is greater for the smaller 2DEG resistance. Figure

4.5 plots the dependence of the minimum zero-bias conductance on 2DEG resistance at

5 different temperatures. At each temperature, the minimum zero-bias conductance de-

creases with increasing 2DEG resistance. The effect of 2DEG resistance grows weaker

with increasing temperature. For each value of 2DEG resistance, the minimum zero-bias

conductance increases with decreasing temperature.

4.2 Comparison with theoretical calculations

Before comparing these results with calculations based on the Caldeira-Leggett

theory, we first verified that the large back-gate voltages used to change the 2DEG resis-

tance do not simultaneously change the capacitance of the island. To do this we accu-

rately measured Cg with the minimum and the maximum back-gate voltages applied. As
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mentioned in the previous chapter, Cg is measured by determining the periodicity of the

zero-bias conductance as a function of gate voltage with the aluminum driven normal. Fig-

ure 4.6 plots the power spectrum for approximately 1000 oscillations of the conductance

with 0 V and -300 V applied to the back gate. The gate capacitance corresponds to the

peaks in the power spectrum. The percent change of the gate capacitance from maximum

to minimum back-gate voltage was 0.4 % as compared to a 375 % change in the 2DEG

resistance. This confirmed that Cg did not change significantly during the experiment.

The ability to vary the amount of dissipation in the sample in situ allows us to

make quantitative comparisons with theoretical predictions on the effect of dissipation.

For the sSET, F. K. Wilhelm, G. Schön and G. T. Zimanyi predicted the functional de-

pendence of the conductance on temperature and dissipation due to incoherent Cooper

pair tunneling to second order in a perturbative expansion in EJ/4EC [30, 31]. An outline

of such a calculation to first order is described in the Appendix. Wilhelm et al. used two

different models for the environment. The first model represented the leads of the sSET

as large capacitors to the ground plane. The second model represented the leads of the

sSET as lossy transmission lines. In the zero-bias, linear-conductance limit, Wilhelm et

al. derived a simple power law dependence of the conductance on temperature and on

the environmental conductance, g ≡ 3RK/4R2D where RK ≈ 25.8 kΩ is the resistance

quantum. The parameter g is inversely proportional to the 2DEG sheet resistance and

represents the effect of environmental dissipation. For the lumped circuit model, Wil-

helm et al. predicted that the minimum zero-bias conductance scales as g/T 2. For the

transmission line model, they calculated a dependence of g1/3/T 5/3.
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Figure 4.7 plots Gmin
0 versus temperature on a log-log plot for the two extreme

values of g. The data appear to follow a power law relationship with temperature for

temperatures below 100 mK. For each value of g the data below 100 mK were fit to the

model G0 ∝ T−α. The inset to Fig. 4.7 displays the derived values of α. The values of α

appear to increase slightly with increasing g with an average value for α of approximately

0.9. Figure 4.8 plots Gmin
0 versus g on a log-log plot for five different temperatures. The

data follow a weak power law dependence on g. At each temperature, we fit the data to

the model G0 ∝ gβ . The inset to Fig. 4.8 displays the values of β at each temperature.

The values of β decrease from 0.4 to 0.2 for increasing temperature.

In the above discussion, the observed temperature and dissipation dependence of

the minimum zero-bias conductance agrees only roughly with the predictions of Wilhelm

et al. Below 100 mK, the zero-bias conductance does follow a power law dependence on the

temperature for fixed values of the environmental dissipation. The zero-bias conductance

also follows a power law dependence on the environmental conductance for fixed values of

temperature. However, the average measured temperature exponent, α ≈ 0.9, does not

agree with either the prediction of 2 from the lumped-circuit model or the prediction of

5/3 from the transmission line model. The measured values of the dissipation exponent,

β ≈ 0.2 − 0.4, do lie very close to the prediction of 1/3 from the transmission line model.

Moreover, the temperature dependence of β and the dissipation dependence of α indi-

cate that the observed temperature and dissipation dependence of the minimum zero-bias

conductance is not separable by a function of the form, Gmin
0 ∝ gβ/Tα, as predicted.

One possible reason that the theoretical predictions do not completely describe
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the observed temperature and dissipation dependence of our data is that the Coulomb

blockade effects of our sample may be suppressed by the quasiparticle poisoning effect

discussed in the last section. The presence of quasiparticles may effectively decrease

the ratio between the charging barrier, 4Ec/kB ≈ 1.5 K for zero gate voltage without

poisoning, and the Josephson energy, EJ/kB ≈ 380 mK. Pessimistically, quasiparticle

poisoning could reduce the effective charging barrier to the single-electron charging barrier

of Ec/kB ≈ 360 mK which is comparable to the Josephson energy. This effect might also

explain the supercurrent-like behavior of the current-voltage characteristic.
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Chapter 5

Conclusion

Using a superconducting single-electron transistor capacitively coupled to a dis-

sipative ground plane, we have investigated the effect of temperature and environmental

dissipation on the tunneling between charge states as measured by the zero-bias conduc-

tance of the sample. Temperatures from 20 - 350 mK were achieved by cooling the samples

using a dilution refrigerator. The sheet resistance of the ground plane, which was com-

posed of a two-dimensional electron gas, was varied from 160 - 600 Ω/2 by applying a large

voltage to a metallic gate on the back of the substrate and depleting the 2DEG. We found

that the minimum zero-bias conductance of the sSET decreased monotonically for increas-

ing temperature. The minimum zero-bias conductance also decreased monotonically for

increasing 2DEG resistance.

We compared these findings to calculations of the incoherent Cooper pair tun-

neling to second order in perturbation theory. The effects of the dissipative environment

were incorporated using the Caldeira-Leggett technique. We did not find quantitative
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agreement with the theoretical predictions. One possible reason for the differences in ob-

served and predicted behavior may be the suppression of Coulomb blockade effects due to

quasiparticle spoiling in the sample. It is possible that higher order terms in the perturba-

tive expansion would account for some of these differences. It is also possible to fabricate

samples with normal metal attached to the superconducting leads close to the Josephson

junctions. The normal metal acts as a trap for stray quasiparticles, reducing the poisoning

effect. With such a sample, it may be possible to observe tunneling between charge states

in a sSET in good agreement with theoretical predictions.
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Part II

MgB2 Point-Contact Junctions

and SQUIDs
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Chapter 6

Introduction

In 2001 Nagamatsu et al. announced the discovery of superconductivity in mag-

nesium diboride, MgB2 [32]. To date, the Tc of this material, 39 K, is the highest known

critical temperature for a non-copper-oxide material. This discovery greatly excited the

scientific community and inspired a flurry of experiments on MgB2 to determine the mech-

anism for superconductivity. One key component to analyze was the temperature and

momentum vector, ~k, dependence of the superconducting gap. Several experiments on

tunneling between normal metals and samples of MgB2 were performed to try to deter-

mine the answer to this question, and a wide variety of results were obtained. Scanning

tunneling microscopy experiments yielded estimated superconducting gap values from 2

meV to 7 meV [33, 34, 35]. Point-contact tunneling experiments between gold tips and

MgB2 samples estimated superconducting gap values from 3 meV to 4.5 meV [36, 37].

Adding to the mystery, some tunneling experiments indicated the existence of two super-

conducting gaps [38, 39].
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Besides the intense theoretical interest, researchers were also interested in the

practical applications for MgB2. Due to the high critical temperature of MgB2, wires and

devices made from this material may be cooled to operational temperatures using closed-

cycle cryocoolers, greatly decreasing the cost of operation compared with that of low-Tc

materials. In addition, Mg and B are abundant and inexpensive materials. Potential ben-

eficiaries for this improved technology include Josephson junction devices. Early in 2001,

several researchers performed preliminary experiments demonstrating the Josephson effect

in MgB2. Gonnelli et al. used MgB2 break junctions to observe a Josephson supercurrent

[40]. Brinkman et al. used nanobridges patterned in thin films of MgB2 to make the first

superconducting quantum interference device (SQUID) from the material [41].

In the next three chapters, I will describe a series of experiments we performed

on point-contact junctions between two MgB2 pieces [42]. In these experiments, we were

able to adjust the distance and thus the pressure between the two MgB2 pieces and

in this manner change the observed current-voltage behavior. With very light pressure

applied between the MgB2 contacts, noise suppressed the low Josephson supercurrent,

and we observed the current due to quasiparticle tunneling in superconductor-insulator-

superconductor (SIS) junctions. Using the quasiparticle tunneling data we estimated the

value of the superconducting gap. By increasing the pressure of the contact, we observed

current-voltage characteristics in good agreement with a superconductor-normal metal-

superconductor (SNS) junction model. We also used MgB2 pieces with two tips to form

two SNS junctions in parallel creating simple SQUIDs. Using these SQUIDs we performed

the first noise measurements on MgB2 devices.
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Chapter 7

Experimental Methods

The MgB2 samples were prepared from flakes of material provided by D. G. Hinks

and G. W. Crabtree of Argonne National Laboratory. Compact samples of MgB2 were

formed from high-purity amorphous B powder and Mg metal. The B powder was pressed

into pellets under 6 kbar pressure. These free standing pellets were allowed to react with

Mg vapor at 850◦C for 2 hours in a BN container under 50 bar of Ar. During the diffusion

reaction the pellets broke up into irregularly shaped pieces several millimeters on a side

and about 0.5 mm thick. The samples had a typical Tc of 39 K.

To produce junctions with variable characteristics, we used a simple point-contact

technique. Two pieces of MgB2 were prepared. One piece, the base, was mounted rigidly

to the probe such that the flat surface of the flake was perpendicular to the vertical axis

of the probe. For another piece, one or two tips were formed at the edge of the flake. The

tip was mounted to a rod whose vertical distance from the base surface could be adjusted

in situ by a screw that could be turned from the top of the probe. Contact was formed
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by moving the tip close to the base. By adjusting the pressure between the two pieces,

junctions with different characteristics could be formed. To make electrical contact to

the MgB2 samples, two gold wires were silver pasted to the tip and to the base sample.

Four-terminal voltage versus current measurements were acquired. A high-permeability

shield was mounted around the sample to screen external magnetic fields.

To cool the samples to 4.2 K, the probe was submerged in a dewar with liquid

helium. To vary the temperature, the probe was lifted above the helium bath level. The

sample was then vapor cooled to temperatures above 4.2 K. Increasing the distance of the

sample from the bath level increased the temperature. To measure the temperature of the

He vapor and thus the approximate temperature of the sample, a calibrated Allen-Bradley

resistor was mounted close to the sample and at the same vertical height along the probe.

The resistance of the thermometer was measured using a four-wire measurement with

10 µA of bias current. After moving the sample to different heights above the bath, we

typically waited several minutes for the temperature to become stable.

To irradiate the sample with radio-frequency power, an antenna was placed close

to the sample. To apply magnetic fields, two coils were mounted, both centered around the

sample area. One large coil was calibrated by applying an oscillating current to the coil

and directly measuring the magnetic field at the center using a flux gate magnetometer.

The small coil was calibrated against the large coil by comparing the relative currents

necessary to produce equal amounts of flux in our MgB2 SQUID samples. The small coil

was used to apply the magnetic field to the SQUID samples during data acquisition to

decrease inductive pick up of the magnetic field in the voltage leads of the SQUID.
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Chapter 8

Estimating the Superconducting

Gap in MgB2 using SIS Tunnel

Junctions

8.1 Quasiparticle tunneling

A direct method of measuring the superconducting gap of a material is to measure

the quasiparticle tunneling current. The current due to single electrons tunneling across

an insulating barrier is given by the expression

I = A|HT |
2
∫ ∞

−∞
N1(E)N2(E + eV )[f(E) − f(E + eV )]dE (8.1)

where A is a proportionality constant, |HT |
2 is the tunneling matrix element, N1(E) and

N2(E) are the respective density of single electron states for the two electrodes, E is the
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energy referred to the Fermi energy, V is the applied voltage, and

f(E, T ) =
1

eE/kBT + 1
(8.2)

is the Fermi distribution function. If both electrodes are normal metals, for low voltages

we can assume the density of states is approximately constant near the Fermi energy

yielding

ININ ≈ A|HT |
2N1(0)N2(0)

∫ ∞

−∞
[f(E) − f(E + eV )]dE

= A|HT |
2N1(0)N2(0)eV

≡ GnnV (8.3)

where Gnn is the normal state conductance of the tunnel junction. This predicted Ohmic

behavior is experimentally observed.

To find the current for quasiparticle tunneling in SIS junctions using Eq. 8.1, it

is necessary to find the superconducting density of quasiparticle states. In BCS theory,

the energy of quasiparticle excitations Ek(T ) is related to the single electron states in a

normal metal by the expression in Eq. 1.1 in Chapter 1. To calculate the superconducting

density of quasiparticle states Ns(E) in terms of the normal metal density of states Nn(ε),

we can equate the number of quasiparticle states in a range dE, Ns(E)dE, with the

number of single electron states in a range dε, Nn(ε)dε. The resulting expression for the

superconducting density of states is

Ns(E) =
Nn(ε)E

√

E2
k − ∆2(T )

≈
Nn(0)E

√

E2
k − ∆2(T )

(8.4)
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where again we can assume the normal metal density of states is fairly constant at the

Fermi energy. The expression for the quasiparticle tunneling current is

ISIS =
Gnn

e

∫ ∞

−∞

Ns(E)

Nn(0)

Ns(E + eV )

Nn(0)
[f(E) − f(E + eV )] dE. (8.5)

This current is non-linear. At low temperatures, current does not flow until the bias

voltage reaches approximately 2∆/e. Therefore a rough estimate of the superconducting

gap is obtained by looking for peaks in the conductance as a function of bias voltage.

To more accurately estimate the superconducting gap, we can fit the measured current-

voltage data to Eq. 8.5. To perform this fit to experimental data, it is necessary to modify

the superconducting density of states to the expression

Ns(E)

Nn(0)
= Re

[

E − iΓ
√

(E − iΓ)2 − ∆2(T )

]

(8.6)

where Γ is a phenomenological gap smearing parameter that accounts for the finite lifetime

of the quasiparticle states [43].

8.2 Suppression of the Josephson supercurrent

To measure the quasiparticle tunneling current in SIS junctions of fixed geometry,

it is usually necessary to apply a magnetic field through the gap between the superconduc-

tors to suppress the supercurrent (see Sec. 4.05 of Ref. [12]). By adjusting the geometry

of our junctions,we were able to form junctions with extremely small critical currents in

which the supercurrents were suppressed by noise. In practice, the tip of the sample was

moved away from the base so that no current was observed. We then slowly moved the

tip toward the base until we observed a current between the two pieces with no apparent
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supercurrent.

To confirm that the supercurrent was indeed suppressed by noise, we calculated

the noise parameter

ΓN =
2ekBT

h̄Ic
. (8.7)

Studies analyzing the resistively and capacitively shunted junction model, Eq. 1.10, with

the addition of thermal noise have found that the supercurrent is suppressed for ΓN ≥ 0.4

[44]. For our SIS junctions, the values of ΓN were on the order of 0.5, making it likely that

the Josephson effect was quenched by noise. Increasing the pressure between the MgB2

pieces yielded hysteretic current-voltage characteristics with a supercurrent at zero-bias.

The values of ΓN for these junctions were < 0.01.

8.3 Data and results

Figure 8.1 plots current and conductance, dI/dV , versus voltage for two SIS

junctions at different temperatures. The data are fit using Eq. 8.5 and Eq. 8.6. The data fit

well to a single gap model with gap smearing values of less than 5% of the superconducting

gap. The conductance peak at zero-bias is due to the gap smearing effect. The two large

symmetric conductance peaks roughly correspond to 2∆/e. At larger voltages, there are

no features indicating a second gap. Measuring several junctions at different temperatures,

we derived the temperature dependence of the superconducting gap. Figure 8.2 shows the

results of these measurements along with a fit to the universal temperature dependence of

the gap in the weak coupling limit of the BCS theory. Using this fit we estimated ∆(0) of

MgB2 to be 2.02 ± 0.08 meV. The fitted Tc was 29 K. Although the data fit the universal
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Figure 8.1: Quasiparticle current (crosses) and conductance dI/dV (diamonds) versus
voltage for SIS-like junctions. Supercurrent is suppressed by noise. Fits to theory are
shown in solid and dotted lines. (a) T = 8.9 K; ∆(0) = 2.06 meV; and Γ = 0.120 meV.
(b) T = 16.4 K; ∆(0) = 1.88 meV; and Γ = 0.047 meV.
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Figure 8.2: Superconducting gap ∆(T ) as a function of temperature T . Data are fitted
to the universal curve predicted by the BCS theory in the weak-coupling limit. The
superconducting gap is scaled by the fit parameter ∆(0) = (2.02 ± 0.08) meV, and the
temperature is scaled by the fit parameter Tc = 29 K.

temperature dependence fairly well, the predicted ∆(0) and Tc do not match the expected

weak-coupling BCS prediction in Eq. 1.2 in Chapter 1. Moreover, the predicted Tc was

significantly lower than the experimentally observed value of 39 K.
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Chapter 9

MgB2 SNS Junctions and SQUIDs

9.1 SNS junctions

As described above, the inital contact between the MgB2 tip and base produced

SIS current-voltage behavior. Increasing the pressure between the two pieces produced

hysteretic current-voltage curves with supercurrents at zero-bias. Further increases in pres-

sure led to a third regime with large normal state resistances and non-hysteretic current-

voltage characteristics. This current-voltage behavior ressembles that of superconductor-

normal metal-superconductor (SNS) junctions. The ability of point-contact junctions to

produce SNS junction behavior has been documented using other low-Tc superconductors

[45]. It has been suggested that these point contacts form nearly ideal microbridges of

material that behave like normal metal barriers.

SNS junctions can be modeled using a limiting form of the RCSJ model described

in Chapter 1. For these junctions, the resistance due to the single-electron current, R, can

be quite low. In this case, the damping term in Eq. 1.10 can dominate over the capacitive
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Figure 9.1: Current (crosses) versus voltage for a SNS-like junction at 5 K. The curve is
fit to the noise-free resistively shunted junction model with fit parameters Ic = 0.115 mA
and Rs = 29.7 Ω.

term which can then be neglected. Thus, the model becomes simply a resistively shunted

junction (RSJ) model. The equation of motion is now a first order differential equation.

The time averaged voltage is a single-valued function of current given by

V = R
√

I2 − I2
c for I > Ic. (9.1)

Figure 9.1 depicts a typical current-voltage characteristic for one of our SNS junctions.

The data are fit to Eq. 9.1. The noise parameter for this junction is ΓN = 0.0021 which

accounts for the good fit to the ideal, noise-free model.
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9.2 RF-driven SNS junctions

By applying radio-frequency power to the system using an antenna placed close

to the sample, we also demonstrated some of the high frequency Josephson effects in our

junctions. If we assume an ideal voltage bias across the junction of

V = Vdc + Vrf cos ωrf t, (9.2)

we can derive the expression for the time dependent phase difference using the second

Josephson relation, Eq. 1.4. Inserting this phase difference into the first Josephson relation,

Eq. 1.3, yields an expression for the current

Is = Ic

∑

m

(−1)mJm(2eVrf/h̄ωrf ) sin [(2eVdc/h̄ + mωrf )t + φ0] (9.3)

where φ0 is an integration constant and Jm are Bessel functions. The above equation

predicts the existence of current steps, called Shapiro steps, at voltages

Vm =
mh̄ωrf

2e
(9.4)

of height

Im = IcJm(2eVrf/h̄ωrf ). (9.5)

For SNS junctions, the rf power behaves more like a current source. Numerical calculations

of the current source model also predict the existence of Shapiro steps. In this case, the

step heights are modulated by varying the rf current but do not follow a Bessel-function

dependence [45]. Figure 9.2(a) shows an example of Shapiro steps observed in our MgB2

junctions, and Fig. 9.2(b) plots the step heights as a function of rf voltage. The step

locations closely follow Eq. 9.4.



64

RF current (arbitrary units)

Voltage (µV)

S
te

p 
h

ei
g

ht
 (µ

A
)

C
ur

re
nt

 (µ
A

)

-200

200

60

0
0

0 50

0.4

100 150-50

-100

100

0

40

20

(a)

(b)
m = 0

m = 1
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9.3 MgB2 SQUIDs

As mentioned in Chapter 1, SQUIDs are currently the most sensitive detectors of

magnetic flux. A dc SQUID consists of two non-hysteretic Josephson junctions in parallel

as depicted in Fig. 9.3. At zero-voltage bias, the current through the SQUID is the sum

of the supercurrents through each junction calculated using the phase difference across

each junction and the first Josephson relation, Eq. 1.3. The phase differences across each

junction are not completely independent. Rather they are linked by the relationship

φ1 − φ2 = 2πΦ/Φ0 (mod 2π) (9.6)

where Φ is the magnetic flux through the SQUID loop and Φ0 = h/2e ≈ 2 x 10−15 T m2

is the flux quantum. Thus the maximum supercurrent through the SQUID, Ism, depends

on the magnetic flux through the SQUID as

Ism = 2Ic| cos(πΦ/Φ0)| (9.7)

where each junction is assumed to have the same Ic. Therefore the current-voltage char-

acteristic of a SQUID is a periodic function of magnetic flux through the SQUID with

period Φ0. According to Eq. 9.7, the maximum supercurrent of 2Ic should be observed

for integer values of magnetic flux through the SQUID while the supercurrent should be

completely supressed for half-integer values of magnetic flux. The self-inductance of the

SQUID, however, produces screening currents that prevent the full suppression of the su-

percurrent for half-integer applied magnetic flux. If we bias the SQUID with a current

above Ism, the voltage across the SQUID modulates with the applied magnetic flux. In

this manner the SQUID acts as a flux-to-voltage transducer.
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Figure 9.3: SQUID configuration

To make MgB2 dc SQUIDs, we again used a point-contact technique. We replaced

the single-tip MgB2 pieces with double-tip pieces. The tip pieces were placed on the

movable mount. The pressure between the tips and the base was increased until non-

hysteretic SNS-like current-voltage characteristics were obtained. Figure 9.4(a) shows

the current voltage characteristic for one such SQUID. By applying magnetic flux via

the small coil centered about the sample, we modulated the flux through the SQUID.

As can be seen, the current voltage characteristic can be modulated from a maximum

supercurrent with an integer flux quantum through the SQUID to a minimum supercurrent

with half integer flux quantum through the SQUID. If we bias the SQUID with a constant

current, we can observe the associated modulation of the voltage across the SQUID as a

function of applied flux seen in Fig. 9.4(b). The peak-to-peak voltage of the oscillations

varies with the bias current. The maximum observed peak-to-peak voltage is 60 µV. The

oscillations are somewhat asymmetric, suggesting that the critical currents and resistances

of the two junctions were not equal or the two junctions were asymetrically located on

the superconducting loop. At a bias current of 13.5 µA, the average maximum transfer

coefficient is 280 µV/Φ0.
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Figure 9.4: (a) Current versus voltage for a dc SQUID for integer n and half-integer n+1/2
applied flux quanta. (b) Voltage versus applied magnetic flux for bias currents of 0, 6.6,
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9.4 Noise measurements

To measure the noise of our MgB2 SQUIDs, we enclosed the samples in a high-

permeability shield to screen the effect of external magnetic field noise. We also operated

the devices using the standard SQUID read-out schemes described below.

As mentioned in the previous section, a current-biased SQUID acts as a flux-to-

voltage transducer. The voltage, however, is a periodic function of the magnetic flux. To

linearize the output of the SQUID, the SQUID is operated in a negative feedback loop

called the flux-locked loop. Through a feedback coil inductively coupled to the SQUID,

the feedback circuit applies a magnetic flux to the SQUID that cancels the magnetic flux

signal. The current through the feedback coil is proportional to the magnetic flux signal

and is read-out by the electronics.

A couple of features can be added to the feedback circuit described above to

decrease the effect of low-frequency noise. One source of low-frequency 1/f noise is the

amplifier used to measure the voltage across the SQUID. To reduce the effect of this noise,

the voltage across the SQUID can be measured using the ac lock-in technique depicted

in Figure 9.5. An oscillating current of frequency fm is applied to the feedback coil to

produce a modulating flux of peak-to-peak amplitude Φ0/2 in the SQUID. If there is no

signal applied, the flux through the SQUID modulates about a minimum of the voltage-

flux curve as depicted in Fig. 9.6(a). The resulting voltage across the SQUID is periodic

with frequency 2fm. The lock-in amplifier which is referenced at fm does not produce an

output. If there is a quasi-static signal applied to the SQUID, the resulting voltage across

the SQUID has some component at frequency fm which does produce an output from the
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Figure 9.6: (a) Flux modulation with no flux signal (b) Flux modulation with Φ0/4 flux
signal

lock-in amplifier (Figure 9.6(b)). Again, the feedback circuit supplies the feedback coil

with sufficient current to zero the output from the lock-in amplifier, and the current is

read out as a measure of the magnetic flux signal.

The SQUID also produces low frequency noise due to fluctuations in the critical

currents of the Josephson junctions. In-phase fluctuations of the critical currents of the

two junctions creates a fluctuating voltage across the SQUID which can be represented as

vertical shifting of the voltage-flux curve. Out-of-phase fluctuations of the critical currents

of the two junctions creates a fluctuating flux through the SQUID which can be represented
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as horizontal shifting of the voltage-flux curve. The fm frequency component of the voltage

across a SQUID with flux modulation (Fig. 9.6) is not effected by a quasi-static vertical

shift of the voltage-flux curve. To reduce the effect of a quasi-static horizontal shift of

the voltage-flux curve, a bias-reversal scheme is used. The bias of the SQUID is reversed

while simultaneously Φ0/2 magnetic flux is applied to the SQUID. The net effect of these

actions on the voltage-flux curve is to create the opposite quasi-static horizontal shift of

equal magnitude. Periodically reversing the bias current with a frequency commensurate

with the flux modulation frequency averages out the effect of the flux fluctuation. Low-

Tc SQUIDs are often operated using a flux-locked loop with flux modulation. High-Tc

SQUIDs have greater 1/f noise due to critical current flucutations and thus are often

operated using bias reversal as well. However, high-Tc SQUIDs also suffer from 1/f

noise due to the motion of trapped flux vortices in the superconducting film which is not

alleviated by bias reversal. This has prevented high-Tc SQUIDs from attaining sensitivities

at low frequencies comparable to the most sensitive low-Tc SQUIDs.

Figure 9.7 shows two noise spectra for two MgB2 SQUIDs operated in a flux-

locked loop with flux modulation. The left ordinate shows the magnetic flux noise and

the right ordinate is scaled to show the magnetic field noise. The two are related by the

effective area Aeff of the SQUID,

S
1/2
B = S

1/2
Φ /Aeff . (9.8)

The effective area of the SQUID samples were determined by measuring the magnetic field

necessary to produce one flux quantum through the SQUID.

In Figure 9.7(a) we measured a SQUID with an effective area of 0.16 mm2. The
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Figure 9.7: Noise spectra for two SQUIDs at 19 K. Left-hand ordinate shows magnetic
flux noise, right-hand shows magnetic field noise. (a) Effective area of the SQUID is 0.16
mm2. White noise level is 4 µΦ0/Hz1/2 or 52 fT/Hz1/2. (b) Effective area of the SQUID
is 0.6 mm2. White noise level is 10 µΦ0/Hz1/2 or 35 fT/Hz1/2.



72

white, or frequency-independent, noise extends down to frequencies of about 500 Hz. The

white noise level is about 4 µΦ0/Hz1/2 or about 50 fT/Hz1/2. As the frequency is lowered,

the noise increases with a slope of roughly -1/4. The large low-frequency noise below 3 Hz

is most likely due to external noise that is not fully attenuated by the shielding. The noise

between 3 Hz and 500 Hz may be intrinsic or may be due to temperature fluctuations. In

Figure 9.7(b) we measured a SQUID with an effective area of 0.60 mm2. The white noise

of 10 µΦ0/Hz1/2 or about 35 fT/Hz1/2 extends to about 1 kHz. The noise below 1 kHz is

approximately 1/f in character. We also operated the SQUIDs using bias reversal with

no change in the noise spectra.

The noise of the simple MgB2 SQUIDs described above is comparable to the

noise of state-of-the-art high-Tc SQUIDs. A recent review reports a best flux noise of

2.2 µΦ0/Hz1/2 and a best field noise of 10 fT/Hz1/2 at 1 kHz for a single-layer YBCO

high-Tc SQUID [46]. However, low-Tc devices made from niobium regularly achieve noise

levels in the fT/Hz1/2 range. Nonetheless, the noise measurements presented here from

MgB2 SQUIDs are a promising first step towards creating low-noise devices with high

operational temperatures. Practical MgB2 SQUIDs most likely will come in the form of

thin-film devices, similar to those produced from niobium or YBCO.
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Chapter 10

Conclusion

In the two years since we performed these experiments, a tremendous amount of

research has been performed on MgB2. As a result, the mechanism for superconductivity

in this material is believed to be understood. The crystal structure of MgB2 consists of

alternating planes of Mg and B atoms. The bonds between the B atoms lying in one of

these planes are sp2-hybridized σ bonds. The p orbitals of the B atoms form π bonds

that connect adjacent planes. This structure produces two conduction bands: the σ band

which is effectively two-dimensional and the π band which is three-dimensional. Both

these bands contribute equally to the structure of the Fermi surface. Recent theoretical

calculations have found that an electron-phonon interaction in this material does yield a

superconducting gap that varies significantly as a function of momentum vector ~k. One

such calculation found that ∆(~k) separated into two groups: one group, ∆σ, range from

6.4 - 7.2 meV and another group, ∆π, ranged from 1.2 - 2.7 meV [47]. These calculations

predict that both gaps exist out to the full critical temperature. Several experiments on
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scanning tunneling microscopy on single crystal samples of MgB2 have demonstrated that

the superconducting gap is dependent on the orientation of ~k [48, 49]. Measured values of

the gap for ~k parallel to the atomic planes, ∆σ, vary from 6.5 - 7.5 meV. Measured values

for ~k perpendicular to these planes, ∆π, vary from 1.9 - 2.8 meV. These experiments also

confirm that both gaps exist out to approximately the same temperature.

In light of this new understanding of MgB2, we can reconsider the results of our

SIS tunneling experiment. While our MgB2 pieces were not single crystal, it is possible that

in general the B atom planes lay parallel to the flat surface of the base piece. The junctions

formed by the initial contact of the tip with the base may have produced a flow of electrons

with ~k approximately perpendicular to the B atom planes. Under these assumptions, in our

experiment we observed tunneling only between the π bands, explaining our observation

of a single gap of approximately 2 meV. This does not, however, explain the observed

reduced critical temperature of 29 K.

There remains a lot of excitement for using MgB2 for practical devices. Work

continues to improve thin-film techniques [50, 51]. In addition, there is growing excitement

for MgB2 wires and tapes for transmission cables or magnets. Selective doping of the

material has yielded films with large critical current densities and increasing critical fields

[52].
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Chapter 11

Introduction

11.1 Biological and medical applications of SQUIDs

Since the invention of the superconducting quantum interference device (SQUID),

researchers have been interested in using SQUIDs to measure the minute magnetic fields

produced by electrical currents flowing in the body. These currents perform important

biological functions for the brain and nervous system, the heart, the muscles, and the eyes.

The magnetic fields produced by the body are extremely small and in many cases are only

detectable using SQUIDs. For example, the largest magnetic field signals measured outside

of the body produced by the heart are on the order of 50 pT. The magnetic fields measured

outside the head produced by the brain range from 10 fT to 1 pT. These magnetic field

strengths are many orders of magnitude smaller than the Earth’s magnetic field of about

50 µT. These signals are also smaller than environmental magnetic field noise produced

by moving metallic objects and power lines. Environmental noise in urban environments

have been reported to range from 100 pT/Hz1/2 to 10 nT/Hz1/2 at 1 Hz [53]. Therefore,
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to measure biological magnetic fields it is also necessary to use some combination of

magnetic shielding, gradiometric cancellation of distant noise sources, active cancellation

of measured noise, and signal averaging.

These techniques have steadily advanced over the past couple of decades, and

there are now many SQUID-based systems worldwide that measure the magnetic field

from the body. Magnetoencephalography, the measurement of magnetic fields from the

brain, has become a well-known technique in neuroscience research as well as a useful

tool in the diagnosis of brain disorders such as epilepsy. Although technically easier,

the field of magnetocardiography (MCG), the measurement of magnetic fields from the

heart, has progressed more slowly due to competition with the many other techniques

available to study the heart. The recent development of MCG systems designed to work

in magnetically unshielded environments has increased the potential for MCG in medical

practice and generated a renewed interest in studying the clinical value of the magnetic

fields from the heart.

11.2 Bioelectromagnetism and the heart

In the heart, electrical currents perform the important function of stimulating

the muscle and causing the heart to beat. Figure 11.1 diagrams the major structures of

the heart including its chambers: the left and right atria and the left and right ventricles.

In the resting phase, the cardiac muscle cells are polarized; the inside of the cell is at a

negative electric potential with respect to the outside of the cell. When the cell is stimu-

lated with an excitation current, the cell membrane ion permeability changes leading to
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Figure 11.1: Diagram of the heart

an increase in the flow of various ions in and out of the cell. The net result is the increase

in the intracellular potential, or the depolarization of the cell. In order for the heart

muscle to contract, entire sections of the heart must depolarize synchronously. The initial

excitation signal originates at the sinoatrial (SA) node and then propagates throughout

the atrial muscle tissue to the atrioventricular (AV) node. Sometime after atrial depo-

larization, the atrial muscle fibers contract. The ventricular muscle tissue is electrically

isolated from the atrial tissue in the normal heart and is not directly stimulated from the

excitation signal in the atria. The AV node delays the excitation signal from the atria

and then transmits the signal throughout the ventricular muscle tissue along specialized

conduction fibers (Fig. 11.1). The depolarization of the ventricular muscle tissue leads to

the contraction of the ventricles.

After depolarization, the cells must return to the resting polarized state in order

for the cycle to begin again. This process is called repolarization and occurs concurrently

with the mechanical contraction of the muscle. Repolarization occurs in individual cells as
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the action of ion pumps imbedded in the cellular membrane and the evolving membrane

ion permeability restore the original intracellular and extracellular ionic concentrations.

Repolarization normally occurs systematically in the various regions of the heart. Devia-

tions from the normal large scale repolarization of the heart may indicate disease.

The electrical currents that flow through the heart during the stages of depolar-

ization and repolarization produce very characteristic electric potential patterns on the

chest. Electrocardiography (ECG) refers to the measurement of these electric potentials by

placing electrodes on the chest. Electrocardiography has been studied for over a century,

and the various morphological features in the ECG signal are well documented. Figure

11.2 depicts a sample ECG signal labeled with the conventional names for the different

features. The first hump, called the P wave, is produced by atrial depolarization. The

series of rapid deflections of alternating sign are the Q, R, and S waves and are produced
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by ventricular depolarization. The end of the S wave, labeled the J point, marks the end

of the depolarization phase of the heart beat. The next wave, the T wave, is produced

by ventricular repolarization. From the J point to the approximate onset of the T wave

is the ST segment. The interval from the Q wave onset to the end of the T wave, the QT

interval, encompasses the full depolarization and repolarization stages of the ventricles.

The repolarization of the atria occurs during ventricular depolarization and produces a

small signal which is in general masked by the larger signal from ventricular depolariza-

tion. The currents that produce these electrical potentials also produce the magnetic fields

measured with MCG. The MCG signal shares many features with the ECG signal, and

the naming convention for the waves has been carried over from ECG.

11.3 Comparing magnetocardiography and

electrocardiography

Electrocardiography at rest and in conjunction with the application of cardiovas-

cular stress is one of the oldest diagnostic tools in cardiology and remains a mainstay in

clinical practice. Although both the MCG signal and the ECG signal stem from a common

origin, there are theoretical reasons to believe that the MCG signal may reveal additional

information to the ECG. Using volume conductor models for the heart, one can show

that azimuthal currents in the heart produce a magnetic field without an accompanying

electric field [54]. Researchers have also proposed that current flowing through helical or

spiral cardiac muscle tissue would produce magnetic fields without corresponding electric

fields [55]. The magnetic field measurement may also be advantageous because it does not
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require the use of electrodes physically attached to the body. The MCG signal is thus less

affected by contact resistance and noise due to muscle motion. Without electrodes, it is

also much easier to measure at a large number of sites. This makes it possible to map the

spatial distribution of the signal with little patient preparation time.

Besides the theoretical considerations, there have also been promising studies

on human subjects suggesting that MCG reveals complementary information to ECG. In

studies comparing MCG and ECG recordings in healthy volunteers undergoing exercise or

pharmacological stress, investigators observed changes in the MCG waveform amplitudes

during repolarization not seen in the ECG [56, 57, 58]. In comparisons between the MCG

and ECG in patients with known cardiac injuries, the MCG was more sensitive than the

ECG in detecting abnormalities again during the repolarization stage [59, 60]. These

studies suggest that MCG may well provide additional clinical information and identify

the need to fully understand the normal MCG.

11.4 Magnetocardiography for the detection of ischemia

Cardiac disorders of various origins can influence the electrophysiology of the

heart. Myocardial ischemia refers to the lack of oxygen supply to cardiac muscle cells

relative to metabolic demand. It is often caused by the constriction and obstruction of the

coronary arteries. Heart disease is the leading cause of death in Americans with ischemic

heart disease being the most common form of the disease. The ischemic cells of the heart

undergo abnormal depolarization and repolarization. As a result, injury currents flow to

and from the ischemic region and neighboring healthy regions of the heart. These injury
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currents create changes in the measured ECG and MCG that can be used to diagnose

ischemia. Resting and exercise ECG are the most commonly used tests in cardiology to

screen patients for possible disease. Depression of the ST segment and the T wave in

the ECG signal at rest or during stress are indicators of ischemia (Fig. 11.2). Studies

based on tens of thousands of subjects suggest that the sensitivity of exercise ECG to

coronary artery disease, the percentage of diseased individuals detected by the exam, is

approximately 68% [61]. It is therefore still desirable to develop new non-invasive screening

tests for ischemic heart disease.

Several research groups have studied MCG for detecting ischemia with some

promising initial results. Studies on patients with documented ischemia but normal rest-

ing ECG examinations suggest that MCG can discriminate these patients from healthy

subjects [62, 63]. Recently there have been many successful studies investigating the ef-

ficacy of MCG in detecting ischemia using large multi-channel systems in a magnetically

shielded environment. One study found that the maximum magnetic field component par-

allel to the chest during repolarization was significantly lower in patients with ischemia

than in healthy controls [64, 65]. Other studies have focused on stress-testing using spe-

cial ergometers made of non-magnetic materials used while the subject is supine. These

researchers found that the orientations of the magnetic field contour maps and the ampli-

tudes of the ST segment and T wave immediately after and two minutes after cessation

of stress distinguished ischemic patients from healthy volunteers [66, 67, 68].

In this study we tested our ability to acquire MCGs with clinical information

using a relatively small multi-channel system in an unshielded clinical environment and
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using standard upright treadmill exercise to apply stress. We measured 51 healthy volun-

teers, both females and males, with a wide range of ages. We examined the MCG from

these healthy subjects to determine the normal variation of the MCG and the differences

related to age and sex. We also performed a pilot study of ischemic patients. Comparing

our patients with the healthy controls, we determined the ischemic signatures in MCG

attainable using standard exercise equipment and measuring in an unshielded clinical en-

vironment. We also compared various MCG parameters to determine if they were simply

correlated and thus contained redundant information. For the MCG analysis, we focused

on the repolarization stage of the heart beat, from the J point to the end of the T wave.
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Chapter 12

Experimental Methods

12.1 MCG system and measurement

Until recently, multi-channel magnetocardiographs have been used exclusively by

researchers in magnetically shielded laboratories. In the past couple of years, there has

been growing interest in developing magnetocardiographs for use in unshielded, clinical

environments, greatly reducing the cost of operation. In this study, we used one of the

first of these instruments, a 9-channel magnetocardiograph, Model 3609, from CardioMag

Imaging, Inc. (Schenectady, NY). The system was located first in an unshielded hospital

room at Summit Medical Center in Oakland and subsequently at Alta Bates Hospital in

Berkeley. To reduce the effect of external magnetic field noise, this system employs second-

order, axial gradiometers as its sensors. Figure 12.1 diagrams this sensor. The gradiometer

consists of superconducting pickup loops of alternating orientations inductively coupled to

the SQUID. This gradiometer is relatively insensitive to uniform magnetic fields as well as

to first-order gradients along the axis of the gradiometer. The magnitude of higher order
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Figure 12.1: Diagram of second-order gradiometer

magnetic field gradients drops off rapidly with distance from the source. A gradiometer,

therefore, preferentially detects the biological source which is placed near the pickup coil

and suppresses the effect of distant environmental noise sources. In this system, the

distance between the lower pickup loop and the outside of the dewar is 14 mm. The

distance between pickup loops, the baseline, is 55 mm, and the diameter of the loops is 20

mm. In addition to the 9 gradiometers, the system also includes three SQUIDs oriented

in orthogonal directions. These reference SQUIDs, located above the pickup loops of the

gradiometers, are used to improve the rejection of uniform magnetic fields. All SQUIDs

used in the system are low-Tc niobium SQUIDs with noise levels of 10 fT/Hz1/2 above 10

Hz.

Figure 12.2 is a photograph of the MCG system. The dewar holding the SQUID

sensors is supported over a non-magnetic bed by a non-magnetic gantry. The vertical

position of the dewar can be adjusted. The bed can move in the horizontal plane along

two sets of perpendicular rails. Inside the dewar, the 9 gradiometers are arranged on a

3 x 3 grid with a 40 mm separation between sensors. During the MCG measurement,

the subject lies supine on the bed with the sensors placed in a plane slightly anterior
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Figure 12.2: Photograph of the MCG system
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to the chest wall. The bed and patient can be accurately positioned in four different

locations under the sensor array using guide bars on the bed support for a total of 36

MCG measurement points arranged on a 6 x 6 grid covering a 0.2 m x 0.2 m area. During

the MCG measurement, a single ECG trace is simultaneously recorded using 3 electrodes

on the limbs. All signals are low pass filtered with a cutoff frequency of 100 Hz and then

digitally recorded at 1 kHz.

12.2 Subjects

12.2.1 Normal subjects

After excluding 5 subjects with excessively noisy data and one subject with an

abnormal ECG, we examined data from 51 healthy volunteers, 27 males and 24 females.

Their ages ranged from 25 to 76 years of age (mean age 48 years, standard deviation

15 years). The volunteers were apparently healthy individuals with no known coronary

disease, did not suffer from chest pain or high blood pressure, and were not taking any

medications known to affect the ECG. In addition, each subject was given a 12-lead

ECG as well as a treadmill test with normal to non-specific results. These standard

electrocardiographic tests are described in more detail in Sec. 12.2.3.

12.2.2 Ischemic patients

After excluding 3 subjects for failing to demonstrate physical symptoms or ECG

changes indicative of ischemia during the treadmill test and 3 subjects for whom the data

were excessively noisy, we examined 11 patients, 7 males and 4 females. The mean age
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of the patient group was 76 years and the standard deviation was 7 years. The patient

group consisted of individuals with ischemic cardiac disease, including those with known

cardiac scars and a history of bypass surgery or other types of cardiac intervention. We

administered a 12-lead ECG as well as a standard treadmill test on all patients. Except

for one patient, none of the 12-lead ECGs showed changes suggestive of ischemia. Some

patients had other cardiac diagnostic exams as part of their medical records. Using all

available medical information, we classified the patients based on their likelihood of having

ischemic heart disease. The 3 category A patients exhibited typical chest pain or shortness

of breath indicative of ischemia as well as typical ECG changes during the treadmill test.

The category A patients also had other medical test results within 4 months of this study

suggesting ischemia. The 8 category B patients exhibited either typical chest pain or

typical ST changes during the treadmill test. A couple of these patients also had recent

medical tests suggesting ischemia. All subjects gave informed consent prior to the start

of the study.

12.3 Study protocol

Each subject first underwent a standard 12-lead ECG. Six electrodes were placed

on the chest and three electrodes were placed on the limbs. Twelve traces were acquired

while the subject was resting. The subject was then placed supine on the MCG bed for the

rest MCG measurements. The operator positioned the subject with respect to the sensors

with use of a laser pointer. As shown in Fig. 12.3, the subject was initially positioned such

that the 0.2 m x 0.2 m measurement field was centered 0.14 m inferior to the suprasternal
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Figure 12.3: Locations of measurement channels in initial positioning of subject relative
to the suprasternal notch (at the base of the neck as depicted). Approximate relative
position of the rib cage is also marked. Sensors are located on a 6 x 6 grid with 40 mm
separation between adjacent points. The checkered sensor corresponds to the channel over
the upper left thorax used in MCG waveform parameter calculations. The sensor marked
with horizontal stripes was the channel over the lower thorax near the midsternal plane
used to calculate the ST amplitude. The channel marked with vertical stripes was the
lower thorax position used for all other waveform parameters.
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notch and 20 mm to the left of the midsternal plane. For some subjects, it was observed

that this measurement field did not optimally cover the measured MCG signals. These

subjects shifted position and repeated the resting measurement. The upper left, the upper

right, the lower right, and then the lower left positions were measured for 1.5 minutes each

for 6 minutes total measurement time.

After the rest measurements were complete, the subject underwent an exercise

treadmill test following the standard Bruce protocol. Electrodes were placed on the body

in the same positions as for the 12-lead ECG. ECG traces were acquired as the subject

walked and ran on the treadmill. The speed and steepness of the treadmill were increased

periodically as outlined in the Bruce protocol [69]. Exercise was terminated when the

subject’s heart rate reached 85% of the maximum age-predicted heart rate defined by

medical convention. Using the laser pointer, the subjects were then placed in the same

position relative to the sensor array as the rest examination. To reduce the variability

of the signal, MCG measurements were not taken immediately post-exercise when the

subject’s heart rate was rapidly changing. Instead, post-exercise MCG measurements

began after the subject’s heart rate fell to within 20% of baseline or after 3-4 minutes,

which ever came first. Each position was measured for 1 minute for a total recording time

of 4 minutes. On average, the healthy volunteer’s heart rate slowed by 5 beats per minute

(bpm) during the post-exercise MCG measurement compared with a 3 bpm variation at

rest. On average, the patient’s heart rate slowed by 7 bpm post-exercise as opposed to a

3 bpm variation at rest.
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Chapter 13

Data Analysis and Results

13.1 Signal processing

All the signal processing and much of the data display and analysis were per-

formed using LabVIEW programs. Simultaneously acquired MCG and ECG traces were

processed together. The traces were digitally filtered with a low-pass finite impulse re-

sponse (FIR) filter with a cutoff frequency of 25 Hz. A computer algorithm identified the

peaks of the R waves in the ECG trace and used these time markers to define synchronized

time segments. Noisy time segments were manually removed and then the signals were

averaged. A baseline was defined by drawing a line from a manually selected point before

the P wave to a point after the T wave and was subtracted from the averaged traces

(Fig. 13.1(a)). Average traces that were excessively affected by noise were replaced with

interpolated traces when possible. A cubic-spline interpolation was used.

To estimate the effect of environmental magnetic field noise on our data, we

regularly obtained noise measurements by acquiring data without a subject under the
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Figure 13.1: (a) Diagram of an averaged MCG time trace. A line drawn between the
averages over 20 ms time intervals at b1 and b2 defines the baseline. MCG maps were
calculated from the ST segment defined as the second quarter of the interval from the J
point to the peak of the T (shaded area) and from the T peak. (b), (c) Definitions of the
MCG waveform parameters. (b) T wave amplitude is measured at the peak of the T wave.
ST-T integral is the integrated signal from the J point to the T wave offset. (c) The ST
amplitude is the average over a 5 ms interval centered 60 ms after the J point. ST slope
is the slope of a linear regression line fit to the interval from 20 ms to 60 ms after the J
point.
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sensors. The magnetic field noise detected by the system could vary from minute to

minute depending on the movement of large metallic objects in the hallway or outside

the building and on the operation of equipment in neighboring rooms. From the noise

measurements, we estimated the power spectra of the environmental noise in our signal.

Integrating over the bandwidth, we estimated the average rms noise to be approximately

3 pT. Assuming the MCG measurements were in general averaged over at least 30 beats,

the estimated noise level for our averaged MCG traces was approximately 0.5 pT.

13.2 MCG data analysis

We analyzed the averaged MCG data in two different formats. MCG contour

maps describe the spatial distribution of the magnetic field component perpendicular to

a plane above the chest. Maps can be formed using the signal from a single point in time

in the average cardiac cycle or using the MCG signal integrated at each channel over an

interval of time. We also examined individual average MCG time traces and waveform

morphology parameters derived from them. MCG averaged time traces describe the time-

evolving magnetic field component measured at a single location.

13.2.1 MCG contour map parameters

To study the time-evolving spatial distribution of the magnetic fields produced by

the heart, we examined animated sequences of MCG contour maps during the repolariza-

tion phase of the heart beat. To compare directly the rest and post-exercise measurements

from an individual subject, we displayed the two animated sequences next to each other.
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The map display rates were scaled to correct approximately for the difference in heart

rate. Using this technique to examine the MCG from all subjects, we observed that the

MCG spatial patterns often varied substantially early during the repolarization phase.

By the peak of the T wave, however, the patterns were very stable in healthy volunteers.

The stabilization of the post-exercise MCG repolarization pattern appeared delayed in the

patient group (see Fig. 13.2).

To quantify our observations we tracked the progress of the orientation of the

MCG maps. The orientation was defined following conventions previously introduced by

other researchers [67]. A vector was drawn from the maximum field component (repre-

senting magnetic flux directed posteriorly) to the minimum field component (representing

magnetic flux directed anteriorly). The orientation of the MCG map was defined as the

orientation of this vector as depicted in Figure 13.3. To measure the stabilization rate,

we defined a new parameter, the repolarization stabilization interval (RSI). We found it

effective to define the stabilization time as the time at which the map orientation reaches

within 50◦ of the orientation at the peak of the T wave. The RSI is measured from the Q

wave onset (Fig. 13.1) to the stabilization time. In order to correct for heart rate variation

between different individuals and between post-exercise and rest measurements from the

same individual, the RSI was corrected by dividing by the square root of the average R-R

period measured in seconds. This method of heart rate correction is widely used to correct

the QT interval [70, 71]. We calculated the RSI for the rest and post-exercise MCG mea-

surement. We also found the exercise-induced change, the difference in the post-exercise

and rest values in each subject.
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Figure 13.2: Magnetic field contour maps from a healthy control and an ischemic patient
during repolarization. The rest and post-exercise contour maps from the healthy control
both stabilize early during repolarization. The rest contour map from the patient stabilizes
a bit later during repolarization. The post-exericse contour map from the patient stabilizes
significantly later during repolarization.
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Figure 13.3: Definition of MCG map orientations. Vector was drawn from maximum field
component (corresponding to flux directed posteriorly) to minimum field component. The
angle of the vector was measured counterclockwise from the subject’s right-left line. (Ref.
[67])

For comparison we also examined static MCG map orientations that have pre-

viously been studied. We calculated MCG map orientations during the ST segment and

at the peak of the T wave measured post-exercise. For the data analysis, the ST segment

was defined as the second quarter of the interval from the J point to the peak of the T

wave as depicted in Fig. 13.1(a) [66]. For each data record, the J point and the Q wave

onset were manually selected and the peak of the T wave was automatically found using

an MCG channel with a distinct Q wave and large upright R and T peaks. I marked all

manually-selected time points using a standardized MCG waveform display with a time

scale of 50 mm/s and amplitude scale of 1.7mm/pT [72].
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13.2.2 MCG waveform morphology parameters

In addition to examining MCG map parameters, we calculated the rest and post-

exercise values and the exercise-induced change (difference between post-exercise and rest

values in the same subject) of several waveform morphology parameters. These parameters

are analogous to well-known ECG parameters and have recently been demonstrated to be

useful in MCG analysis [66]. These parameters are derived from the averaged MCG

time traces such as the traces from a healthy volunteer displayed in Figure 13.4. Several

parameters were defined. The ST amplitude was defined as the value of the MCG signal

averaged over a 5 ms interval centered about 60 ms after the J point. The ST slope is the

slope of a linear regression line fit to the interval from 20 ms to 60 ms after the J point.

The T wave amplitude is the value of the signal at the peak of the T wave. The ST-T

integral is the integrated signal (positive area minus negative area) from the J point to

the T wave offset. These parameters are depicted in Fig. 13.1 (b) and (c).

Each morphology parameter was evaluated in two different MCG channels from

the sensor array positioned above the anterior chest wall: a channel located approximately

over the lower thorax near the midsternal plane and a channel located over the upper left

thorax (Fig. 12.3). In general the MCG traces in the channels over the lower thorax near

the midsternal plane have upright R and T waves while the signal in the channels over the

upper left thorax have inverted R and T waves (Fig. 13.4). The Q wave onset, J point,

and T wave offset were manually selected for each channel using the standardized display.

The T peak was found automatically. For channels with indistinguishable T waves, we

used nearby channels to define the T peak and T wave offset.
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Figure 13.4: Averaged MCG time traces from a healthy volunteer



99

13.3 Results

13.3.1 Variation of MCG in healthy subjects

To compare different subsets of the healthy volunteers, we calculated the mean

and the standard deviation for all the MCG parameters. To test the statistical significance

of differences in the means we used the Student’s t test for two independent samples

with unequal variances (Satterthwaite’s method) [73]. The test statistic is given by the

expression

t =
x̄1 − x̄2

√

s2

1

n1
+

s2

2

n2

(13.1)

where x̄1 and x̄2 are the respective means, n1 and n2 are the respective sample sizes, and

s2
1 and s2

2 are the respective sample variances. This test statistic is compared with the t

distribution with d degrees of freedom given by

d =
(s2

1/n1 + s2
2/n2)

2

(s2

1
/n1)2

n1−1 +
(s2

2
/n2)2

n2−1

rounded down to the nearest integer. (13.2)

The p value for this test can be thought of as the probability of obtaining the observed

differences in the two sample means assuming that the two samples are in fact drawn

from two populations with the same mean. Table 13.1 compares males with females for all

parameters. We found that the post-exercise repolarization stabilization interval in females

was longer than in males. The ST orientation was also somewhat different in males and

females. The rest and post-exercise values of the waveform morphology parameters were

different in males and females, but the exercise-induced changes in the parameters were

not. In the MCG channels located over the lower thorax near the midsternal plane, the

amplitudes, slopes, and integral values were lower for females than for males. In the MCG
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Males Females p Values

MCG map parameters

Repolarization stabilization interval (ms)
Rest 161±53 177±55 NS
Post-exercise 174±46 204±58 0.05
Change 13±45 27±49 NS

ST orientation, post-exercise (deg) 86±49 -100±110 0.02
T peak orientation, post-exercise (deg) 56±8 56±9 NS
MCG waveform parameters

ST amplitude, LowM channel (pT)
Rest 1.7±1.3 0.5±0.7 <0.001
Post-exercise 1.2±1.4 0.2±0.8 <0.005
Change -0.6±0.9 -0.4±0.5 NS

ST amplitude, UpL channel (pT)
Rest -0.8±0.8 -0.2±0.6 <0.01
Post-exercise -0.6±0.9 0.0±0.6 <0.005
Change 0.2±0.6 0.3±0.5 NS

ST slope, LowM channel (pT/s)
Rest 14±8 7±6 <0.001
Post-exercise 13±8 6±5 <0.001
Change -0.4±5.8 -1.1±6.9 NS

ST slope, UpL channel (pT/s)
Rest -11±8 -5±4 <0.001
Post-exercise -15±15 -4±9 <0.005
Change -3.6±12.8 1.0±8.5 NS

T wave amplitude, LowM channel (pT)
Rest 8±5 5±2 <0.005
Post-exercise 9±5 5±2 <0.005
Change 0.3±1.8 0.5±1.0 NS

T wave amplitude, UpL channel (pT)
Rest -7±4 -4±3 <0.01
Post-exercise -8±5 -5±3 0.01
Change -0.4±2.1 -0.5±1.0 NS

ST-T integral, LowM channel (fT s)
Rest 1020±620 550±330 <0.005
Post-exercise 860±510 520±320 <0.01
Change -160±260 -30±120 0.03

ST-T integral, UpL channel (fT s)
Rest -870±510 -490±360 <0.005
Post-exercise -780±550 -450±310 0.01
Change 80±300 40±160 NS

Table 13.1: Comparison of male and female healthy volunteers. Mean±standard deviation
reported. The p values were calculated from the Student’s t test for two independent
samples with unequal variances. LowM channel is located over the lower thorax near the
midsternal plane. UpL channel is over the upper left thorax. NS = not significant.
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channel located over the upper left thorax, the values were greater for females.

To uncover differences in the normal MCG due to age, we created a younger

and an older subset of healthy volunteers using an age cutoff to define the two groups.

Rather than designate an arbitrary age, we varied the age cutoff. For each age cutoff, we

calculated the difference in the means of the older and younger groups as well as the p

value using the Student’s t test described above. Tables 13.2 and 13.3 report the optimal

age cutoff corresponding to the minimum p value calculated as well as the corresponding

mean values and standard deviations for the older and younger groups. Any p value less

than 0.01 was considered significant and corresponding age cutoffs are marked in Tables

13.2 and 13.3. Because of the differences found between healthy males and females, we

performed this analysis on the two groups separately. In general, the rest and post-exercise

repolarization stabilization intervals were shorter in the younger subjects. The rest and

post-exercise values of the waveform morphology parameters in the channels over the lower

thorax were greater in the younger subjects. Conversely, the rest and post-exercise values

of these parameters in the channels over the upper left thorax were lower in the younger

subjects. In general the exercise-induced changes in the parameters were not different in

the two groups. Averaging the optimal age cutoff for p values less than 0.01, the mean

age cutoff for males was 45 years and the mean age cutoff for females was 43 years.

13.3.2 Differences between ischemic patients and older healthy controls

We created a subset of 33 healthy controls (18 males, 15 females), 44 years of

age or older, for comparison with the ischemic patients who were all older than 44 years of

age. The mean age of the older healthy controls was 58 years and the standard deviation
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Younger Older Age Cutoffs

MCG map parameters

Repolarization stabilization interval (ms)
Rest 123±22 177±54 39.5†

Post-exercise 152±35 197±54 50
Change 24±36 -19±54 61

ST orientation, post-exercise (deg) 61±33 95±51 36.5
T peak orientation, post-exercise (deg) 54±7 61±8 59.5
MCG waveform parameters

ST amplitude, LowM channel (pT)
Rest 2.9±1.2 1.3±1.1 36.5
Post-exercise 2.2±1.9 0.8±1.1 36.5
Change -0.8±1.2 -0.4±0.7 43

ST amplitude, UpL channel (pT)
Rest -1.6±0.6 -0.4±0.5 39.5‡

Post-exercise -1.0±1.0 -0.1±0.5 51†

Change 0.1±0.7 0.3±0.5 56.5
ST slope, LowM channel (pT/s)

Rest 17±8 12±7 43
Post-exercise 16±7 10±6 51
Change 1.7±4.8 -4.6±5.6 56.5

ST slope, UpL channel (pT/s)
Rest -15±8 -5±5 54‡

Post-exercise -21±16 -7±8 51∗

Change -0.5±8.1 -4.7±14.1 36.5
T wave amplitude, LowM channel (pT)

Rest 11±5 7±4 43
Post-exercise 12±5 7±4 43
Change 0.7±2.0 -0.7±0.9 59.5

T wave amplitude, UpL channel (pT)
Rest -11±4 -5±2 43†

Post-exercise -12±5 -5±2 43†

Change -0.7±2.2 0.3±1.8 59.5
ST-T integral, LowM channel (fT s)

Rest 1330±590 860±580 43
Post-exercise 1170±520 700±430 43
Change -110±280 -270±180 59.5

ST-T integral, UpL channel (fT s)
Rest -1380±430 -610±330 43‡

Post-exercise -1290±600 -530±290 43†

Change 190±300 40±290 39.5

Table 13.2: Comparison of older and younger subsets of healthy males using the Student’s
t test for two independent samples. The age cutoff reported in years corresponds to the
minimum p value as do the mean±standard deviation listed for younger and older groups.
∗ indicates p value <0.01, † indicates p value <0.005, and ‡ indicates p value <0.001.
LowM channel is located over the lower thorax near the midsternal plane. UpL channel
is over the upper left thorax.
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Younger Older Age Cutoffs

MCG map parameters

Repolarization stabilization interval (ms)
Rest 124±18 199±50 33‡

Post-exercise 163±44 239±45 48‡

Change 16±47 33±50 40.5
ST orientation, post-exercise (deg) 66±76 -79±88 40.5
T peak orientation, post-exercise (deg) 58±9 52±9 60.5
MCG waveform parameters

ST amplitude, LowM channel (pT)
Rest 1.3±0.6 0.2±0.4 34.5‡

Post-exercise 0.7±0.7 -0.4±0.5 49.5‡

Change -0.2±0.4 -0.5±0.6 49.5
ST amplitude, UpL channel (pT)

Rest -0.8±0.6 0.0±0.3 33
Post-exercise -0.4±0.5 0.3±0.4 40.5†

Change 0.2±0.4 0.5±0.7 60.5
ST slope, LowM channel (pT/s)

Rest 11±6 5±4 34.5
Post-exercise 11±3 4±5 34.5‡

Change 0.9±4.8 -3.4±8.5 51.5
ST slope, UpL channel (pT/s)

Rest -8±4 -3±3 34.5
Post-exercise -9±7 0±9 40.5
Change -2.2±3.9 2.9±10.0 40.5

T wave amplitude, LowM channel (pT)
Rest 6±2 4±2 34.5
Post-exercise 7±2 5±2 34.5
Change 0.5±1.1 0.7±0.8 60.5

T wave amplitude, UpL channel (pT)
Rest -6±3 -3±2 46.5
Post-exercise -7±3 -4±2 46.5†

Change -0.9±1.1 0.1±0.5 53∗

ST-T integral, LowM channel (fT s)
Rest 790±280 430±280 34.5
Post-exercise 720±310 380±240 46.5
Change -20±120 -60±120 56.5

ST-T integral, UpL channel (fT s)
Rest -710±390 -330±240 46.5
Post-exercise -690±350 -280±120 46.5∗

Change 10±150 120±160 60.5

Table 13.3: Comparison of older and younger subsets of healthy females using the Student’s
t test for two independent samples. The age cutoff reported in years corresponds to the
minimum p value as do the mean±standard deviation listed for younger and older groups.
∗ indicates p value <0.01, † indicates p value <0.005, and ‡ indicates p value <0.001.
LowM channel is located over the lower thorax near the midsternal plane. UpL channel
is over the upper left thorax.
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was 9 years. Due to our small number of patients, we grouped male and females together

for this analysis. To estimate the abilities of the MCG parameters to detect ischemia, we

calculated the areas under the receiver operating characteristic (ROC) curve [74]. The

ROC curve plots the sensitivity and false-positive rate of a diagnostic test as the cutoff

value that defines a positive test is varied (see Fig. 13.5). The sensitivity is defined as the

number of true-positives (diseased individuals who have tested positive) divided by the

total number of diseased individuals tested. A high sensitivity demonstrates the ability of

a test to detect disease. The false-positive rate is the number of false positives (healthy

individuals who have tested positive) divided by the total number of healthy individuals

tested. A low false-positive rate demonstrates the ability of a test to correctly identify

healthy people as healthy. A perfect diagnostic test will have an area under the ROC

curve of 100%.

Table 13.4 reports the means and standard deviations for the map parameters

as well as the areas under the ROC curve. As shown in Table 13.4, the exercise-induced

change in the repolarization stabilization interval and the post-exercise value were highly

effective in separating patients from healthy controls. The RSI rest and post-exercise

values in patients were longer than in healthy controls, and the exercise-induced change

was greater in patients than in the healthy controls. On the other hand, the ST and the

T peak orientations did not discriminate the patients from the controls.

As Table 13.4 details, several MCG waveform parameters also distinguished pa-

tients from healthy controls. In general post-exercise values of the MCG waveform pa-

rameters performed better than rest values, with ST slope being the one exception. The
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Controls Patients ROC areas

MCG map parameters

Repolarization stabilization interval (ms)
Rest 188±54 220±60 69%
Post-exercise 208±51 312±28 99%

Change 19±51 92±47 88%

ST orientation, post-exercise (deg) 104±96 -116±37 76%
T peak orientation, post-exercise (deg) 57±9 21±53 65%
MCG waveform parameters

ST amplitude, LowM channel (pT)
Rest 0.8±1.0 -0.3±0.6 81%

Post-exercise 0.4±1.0 -1.0±1.1 85%

Change -0.4±0.6 -0.7±1.0 57%
ST amplitude, UpL channel (pT)

Rest -0.2±0.5 0.4±0.5 78%
Post-exercise 0.0±0.7 0.9±0.5 88%

Change 0.2±0.6 0.5±0.5 66%
ST slope, LowM channel (pT/s)

Rest 8.9±6.7 3.7±2.5 75%
Post-exercise 7.6±6.9 3.6±5.1 73%
Change -1.3±6.9 -0.1±3.4 55%

ST slope, UpL channel (pT/s)
Rest -5.6±5.2 4.5±11.7 85%

Post-exercise -6.0±13.8 -0.3±4.5 73%
Change -0.5±12.1 -4.8±11.1 61%

T wave amplitude, LowM channel (pT)
Rest 5.6±3.6 3.4±2.2 69%
Post-exercise 5.9±3.2 2.1±2.0 86%

Change 0.2±1.2 -1.3±1.5 81%

T wave amplitude, UpL channel (pT)
Rest -4.4±2.3 -1.4±1.6 88%

Post-exercise -4.6±2.2 -1.2±2.1 91%

Change -0.2±1.2 0.2±1.8 53%
ST-T integral, LowM channel (fT s)

Rest 670±510 340±220 71%
Post-exercise 570±390 60±220 91%

Change -104±185 -285±274 75%
ST-T integral, UpL channel (fT s)

Rest -500±320 -130±210 84%

Post-exercise -430±260 10±190 94%

Change 71±198 139±228 52%

Table 13.4: Comparison of ischemic patients with a subset of older healthy controls. Mean
± standard deviation reported. ROC area = area under receiver operating characteristic
curve. ROC areas ≥ 80% are highlighted in bold face. LowM channel is located over the
lower thorax near the midsternal plane. UpL channel is over the upper left thorax.
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Figure 13.5: ROC curves for the post-exercise repolarization stabilization interal (upper
left), T wave amplitude measured in the upper left thorax (upper right), ST-T integral
measured in the lower thorax (lower left), and ST-T integral measured in the upper left
thorax (lower right). Curves plot the sensitivity (y-axis) and false positive rate (x-axis)
as a function of the cutoff parameter used to define a positive test. A perfect diagnostic
test would have an area under the curve of 100%.
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values of the waveform parameters in the patients were lower in the channel over the lower

thorax and greater in the channel over the upper left thorax than those in the healthy

controls. For the most part, the exercise-induced changes in the parameters performed

worse than both the rest and post-exercise values. For the T wave amplitudes and the

ST-T integral in the channel over the lower thorax, the exercise-induced changes in the

parameters had ROC areas comparable to the rest and post-exercise values.

Overall, the post-exercise repolarization stabilization interval best separated the

ischemic patients from the controls. The post-exercise ST-T integrals and the post-exercise

T wave amplitude in the channel over the upper left thorax also performed extremely well.

Figure 13.5 graphs the ROC curves for these parameters. Although we used the areas

under the ROC curve to compare different MCG parameters, a study with larger numbers

of subjects would be needed to determine accurately the sensitivity and the false-positive

rate for these parameters.

13.3.3 Comparison of different MCG parameters

In order to explore how various parameters were related, we calculated the cor-

relation coefficients between them using the SAS program. The correlation coefficient is

defined as
∑

(xi − x̄)(yi − ȳ)
√

∑

(xi − x̄)2
∑

(yi − ȳ)2
(13.3)

where x̄ and ȳ are the means of the two parameters. Correlation coefficients of ±1 indicate

the existence a simple linear relationship between the two parameters, while a correlation

of 0 indicates no relationship. For this analysis, we analyzed the healthy volunteers and
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the patient group separately. Table 13.5 reports the correlation coefficients between the

MCG map parameters and the MCG waveform parameters, comparing rest values, post-

exercise values, and exercise-induced changes in the parameters separately. In general

the rest and post-exercise values of the repolarization stabilization interval were some-

what negatively correlated with waveform parameters measured over the lower thorax

and somewhat positively correlated with parameters measured over the upper left thorax

for both healthy volunteers and patients. The exercise-induced change in the RSI was

not well correlated with the change in the waveform parameters for either the healthy

volunteers or the patients. The ST orientation was somewhat positively correlated with

the waveform parameters in the lower thorax channel and somewhat negatively correlated

with the waveform parameters in the upper left channel in the healthy volunteers. In pa-

tients, however, there was less correlation between the ST orientation and the waveform

parameters. The T peak orientation was uncorrelated with the waveform parameters for

both the healthy subjects and the patients.

Table 13.6 reports the correlation coefficients of the waveform parameters in the

channel over the lower thorax with their counterparts in the channel over the upper left

thorax, again comparing rest values, post-exercise values, and the exercise-induced changes

separately. In healthy volunteers, the rest and post-exercise values showed fair to strong

negative correlation between the two reciprocal channels. In contrast, the correlations

between reciprocal channels in the rest and post-exercise values of the patients were on

average substantially lower in magnitude. The correlations between the exercise-induced

changes were generally low for both groups.
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Correlation of repolarization stabilization interval with

concurrent waveform parameters

Controls Patients
Rest Post-exercise Change Rest Post-exercise Change

ST amp., LowM chan. -0.54 -0.67 -0.35 -0.49 -0.59 -0.33
ST amp., UpL chan. 0.60 0.58 0.37 0.29 0.34 0.36
ST slope, LowM chan. -0.37 -0.42 -0.19 -0.64 -0.68 0.01
ST slope, UpL chan. 0.43 0.26 0.06 0.19 0.44 0.18
T wave amp., LowM chan. -0.32 -0.37 0.02 -0.15 -0.43 -0.17
T wave amp., UpL chan. 0.44 0.46 0.14 0.25 0.07 0.28
ST-T integral, LowM chan. -0.38 -0.52 -0.14 -0.50 -0.76 -0.39
ST-T integral, UpL chan. 0.52 0.54 0.23 0.35 0.30 0.37
Mean absolute correlation 0.45 0.48 0.19 0.36 0.45 0.26

Correlation of ST orientation, post-exercise with

post-exercise waveform parameters

Controls Patients

ST amp., LowM chan. 0.51 -0.37
ST amp., UpL chan. -0.54 0.27
ST slope, LowM chan. 0.46 -0.01
ST slope, UpL chan. -0.47 -0.41
T wave amp., LowM chan. 0.36 -0.22
T wave amp., UpL chan. -0.45 -0.01
ST-T integral, LowM chan. 0.44 -0.59
ST-T integral, UpL chan. -0.49 0.03
Mean absolute correlation 0.47 0.24

Correlation of T peak orientation, post-exercise with

post-exercise waveform parameters

Controls Patients

ST amp., LowM chan. -0.15 -0.16
ST amp., UpL chan. 0.10 0.29
ST slope, LowM chan. 0.02 0.11
ST slope, UpL chan. -0.08 0.15
T wave amp., LowM chan. 0.05 0.08
T wave amp., UpL chan. 0.03 0.58
ST-T integral, LowM chan. 0.01 0.00
ST-T integral, UpL chan. 0.06 0.56
Mean absolute correlation 0.06 0.24

Table 13.5: Correlation between MCG map and waveform morphology parameters. Rest,
post-exercise, and the exercise-induced change compared separately. LowM chan. is lo-
cated over the lower thorax near the midsternal plane. UpL chan. is over the upper left
thorax.
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Controls Patients
Rest Post-exercise Change Rest Post-exercise Change

ST amplitude -0.79 -0.62 -0.04 -0.34 -0.71 -0.03
ST slope -0.56 -0.68 -0.25 0.17 -0.32 0.34
T wave amplitude -0.81 -0.83 -0.60 -0.28 -0.40 0.08
ST-T integral -0.80 -0.82 -0.29 -0.31 -0.13 -0.04
Mean -0.74 -0.74 -0.30 -0.19 -0.39 0.09

Table 13.6: Correlation between waveform parameters in channels located over the lower
and left upper thorax. Rest, post-exercise, and the exercise-induced change compared
separately.
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Chapter 14

Discussion and Conclusion

14.1 Discussion

Several studies have been performed in laboratory environments that have re-

vealed features in the MCG that correspond well with the presence of ischemia. One

goal of this study was to determine if MCG measurements containing clinically important

information could be measured using a 9-channel MCG system and standard treadmill

exercise equipment in a typical clinical environment. Technically, we successfully obtained

MCG measurements 89% of the time. In order to gauge our ability to obtain clinically

relevant information we first studied many healthy volunteers to estimate the variability in

the normal signal and to understand the dependence on age and sex. We then performed

a pilot study comparing several ischemic patients to our control population. Finally, we

examined the relationship between different MCG parameters to investigate possible re-

dundancy. In our analysis we examined two classes of parameters, one derived from MCG

contour maps and the other derived from the waveform morphology of individual aver-
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aged time traces. In the first class, we examined the repolarization stabilization interval,

a parameter defined to characterize the spatio-temporal features in the MCG, and the

orientations of the MCG maps during the ST segment and at the peak of the T wave. In

the second class, we examined the ST amplitude, ST slope, T wave amplitude, and the

ST-T integral in two channels: one over the lower thorax near the midsternal plane and

one over the upper left thorax.

In general there were large variations in the MCG from healthy subjects. Stan-

dard deviations of 1 pT or greater in the ST amplitude or T wave amplitude were observed.

This large variation cannot be completely attributed to magnetic field noise in the un-

shielded environment. By comparing subsets of the healthy volunteers, we found sex and

age dependent trends in the MCG parameters. Females exhibited longer repolarization

stabilization intervals, lower waveform parameter values in the lower thorax, and greater

waveform parameter values in the upper left thorax when compared with males. Subjects

younger than 44 years showed the opposite trend when compared with older subjects.

Consequently, the distributions of normal MCG parameter values for females lie closer to

the distributions for the ischemic patients than their male counterparts, while the distribu-

tions for younger subjects lie farther from the distributions of ischemic patients. Therefore,

it is possible that the age and sex of a subject should be considered when evaluating the

MCG for diagnostic purposes.

By comparing our patient group with a subset of the control population, we

found several MCG parameters that distinguished the two groups despite the intragroup

variation. The most successful parameter was the repolarization stabilization interval
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measured post-exercise. This parameter was able to capture the stress-induced delay in

the stabilization of the repolarization MCG pattern in patients that was qualitatively

observed when simultaneously viewing animated sequences of the rest and post-exercise

MCG maps. Compared with past studies, the ST segment and T peak orientations did not

perform well. This may be due to our inability to obtain MCG measurements immediately

post-exercise. Additionally, the ST orientation may have been affected by additional

environmental noise. We also tested the ability of the MCG waveform parameters to

discriminate ischemic patients. In general we were unable to distinguish ischemic patients

from healthy controls using the exercise-induced change in these parameters. We were

able to discriminate patients using the rest and/or post-exercise values of the waveform

morphology parameters as was successfully done in magnetically shielded MCG studies

[66]. Because the normal variation in the waveform parameters is quite large, additional

environmental noise due to the unshielded environment appears not to have significantly

affected the ability of these parameters to discriminate ischemic patients. Of the post-

exercise parameters, the ST-T integrals and the T wave amplitude over the upper left

thorax were most effective. This finding supports the previously asserted hypothesis that

T wave changes due to ischemia persist longer after the cessation of exercise than ST

segment changes [66]. At rest, the best parameters were T wave amplitude, ST slope and

ST-T integral in the channel over the upper left thorax.

In order to determine whether many of these parameters contain the same clin-

ical information, we examined the correlation coefficient between parameters. The repo-

larization stabilization intervals at rest and post-exercise were somewhat but not highly
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correlated to the waveform parameters. The ST and T peak orientations seemed fairly

uncorrelated to waveform parameters. We observed large correlations between the wave-

form parameters in the channels located over the lower thorax and the upper left thorax

in healthy controls, possibly suggesting that the information in the two channels is re-

dundant. However, there were low correlations between the reciprocal waveform channels

in the patient group. Not only does this suggest that the two channels contain different

information but it suggests that ischemia may introduce asymmetry in the MCG signal.

14.2 Conclusion

In this study, we have demonstrated the ability to acquire magnetocardiograms

containing clinical information using a 9-channel system in a unshielded environment and

applying stress with the standard treadmill equipment currently in place in cardiac test-

ing centers. As mentioned previously, researchers continue to improve SQUID technology

and instrumentation, ensuring that MCG systems will continue to decrease in cost and

increase in practicality. However, the research required to solidify our understanding of

the clinical information provided by MCG has only just begun. In this study, we measured

a relatively large number of healthy volunteers of both sexes from a wide range of ages

and found age and sex dependent trends in the normal MCG that suggest that females

and younger subjects may need to be evaluated using different criteria than their male or

older counterparts. We also introduced a spatio-temporal MCG parameter, the repolar-

ization stabilization interval, which very successfully discriminated patients from healthy

volunteers. We confirmed that rest and post-exercise waveform morphology parameters
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measured in an unshielded environment, especially those involving the T wave, also distin-

guish ischemic patients from controls. MCG map parameters appear to have information

complementary to waveform morphology parameters. Waveform parameters in reciprocal

channels also contain complementary information. As MCG systems for use in unshielded

environments become more available, the number of MCG studies should increase, leading

to a greater understanding of magnetocardiography and the electrophysiology of the heart.
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Chapter 15

Concluding Remarks

In this dissertation, I have described three experiments using Josephson junction

devices that demonstrate some of their various uses. The first experiment exploited the

macroscopic quantum mechanical properties of a superconducting single electron tran-

sistor (sSET). Using this device, we studied the effect of dissipation on the tunneling

between charge states of the superconducting island. The sSET was fabricated on top of

a GaAs/AlGaAs heterostructure with an imbedded two-dimensional electron gas (2DEG)

110 nm from the top surface. The 2DEG acted as a tunably dissipative ground plane

whose sheet resistance could be varied by applying a voltage to a gate on the back of

the substrate. The effective charging barrier to tunneling could be varied by applying

a voltage directly to the ground plane which also acts as a gate capacitively coupled to

the island. We focused our analysis on the minimum zero-bias conductance of the sSET

as a function of the gate voltage, or the conductance for the maximum charging barrier.

We found that the minimum zero-bias conductance decreased monotonically for increas-
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ing temperature and for increasing ground plane resistance. We compared the functional

form of the temperature and dissipation dependence of the zero-bias conductance with

tunneling rate calculations made to second order in the Josephson perturbation using

the Caldeira-Leggett formulation to account for the dissipative environment. We did not

find quantitative agreement with these calculations. The presence of quasiparticles may

have decreased the effective charging barrier of our sample, accounting for the observed

discrepancies.

The second experiment I described used point-contact junctions in magnesium

diboride. This material, consisting of alternating planes of B and Mg, was recently dis-

covered to become superconducting at 39 K. By applying light pressure between two

pieces of MgB2, one tip piece and one base piece, we formed superconductor-insulator-

superconductor junctions in which the Josephson supercurrent was quenched by noise.

With this tunneling configuration, we observed the tunneling of quasiparticles with mo-

mentum vectors approximately perpendicular to the B atom planes in the base piece.

We fit the quasiparticle current to BCS theory to estimate the superconducting gap and

critical temperature of the material. Our estimated critical temperature of 29 K was

suppressed below the bulk critical temperature. Our estimated superconducting gap of 2

meV matched theoretical calculations and experimental observations of the superconduct-

ing gap for momentum vectors perpendicular to the atomic planes. We did not observe the

second superconducting gap corresponding to momentum vectors parallel to the B atom

planes that has also been predicted and experimentally verified. By applying greater

pressure between the tip and base pieces, we also formed junctions with superconductor-
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normal metal-superconductor characteristics. Using two of these junctions in parallel, we

formed superconducting quantum interference devices (SQUIDs). With these devices we

performed the first noise measurements from MgB2 SQUIDs. The lowest noise levels mea-

sured were 35 fT/Hz1/2 and 4 µΦ0/Hz1/2 at 1 kHz. These noise levels are comparable to

state-of-the-art single-layer high-Tc devices.

The third experiment involved a medical application of SQUIDs, magnetocardio-

graphy (MCG), the measurement of the magnetic fields produced by the heart. Recently,

commercial multi-channel magnetocardiographs for use in unshielded environments have

been developed. We tested the ability of one such instrument installed in an unshielded

hospital room to acquire magnetocardiograms with clinical information. We measured 51

healthy volunteers, both females and males, with a wide range of ages. We also performed

a pilot study involving 11 patients with ischemic heart disease, the lack of oxygen to the

heart muscle relative to demand. We measured the MCG with the subjects at rest and 3-4

minutes after the cessation of treadmill exercise. We analyzed parameters derived from

magnetic field contour maps as well as parameters derived from the morphology of the

averaged MCG time traces in two different channels: a channel over the lower thorax near

the midsternal plane and a channel over the upper left thorax. For many of the parame-

ters, the distribution of values obtained from healthy females was closer to the patients’

distribution than the distribution from healthy males. The distribution of parameters from

younger healthy subjects was further from the patients’ distribution than the distribution

from older healthy subjects. Thus, the MCG from females and subjects younger than 45

years may need to be evaluated for ischemia using different criteria. We also defined a pa-
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rameter, the repolarization stabilization interval (RSI), which accounts for both the spatial

and temporal changes in the MCG. In our pilot study of ischemic patients, we found that

the RSI post-exercise was the most effective parameter to distinguish the patients from the

healthy controls. We also found that the contour map parameters contained information

complementary to the waveform morphology parameters, and the waveform morphology

parameters in the two different locations also contained complementary information.

In the future, Josephson junction devices will continue to play an important role

both in fundamental physics research and in commercial applications. Currently, many

researchers world-wide are developing Josephson junction devices for quantum computing,

again making use of their macroscopic quantum mechanical properties. In terms of medical

applications, there is an effort to perform a large-scale multi-center clinical trial for SQUID-

based MCG using systems operating in unshielded hospital rooms. SQUID-based magnetic

resonance imaging is also being developed. As advancements in technology improve the

performance and affordability of Josephson junction devices, we can expect to see these

devices used in many more inventive ways.
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Appendix A

Transport Calculation for the

sSET

This appendix contains an example of a transport calculation for the sSET using

the Caldeira-Leggett procedure to incorporate dissipation. I will briefly summarize the

calculation of the current through the sSET to first order in perturbation theory following

more detailed descriptions in several references [75, 76, 31]. First we calculate the transi-

tion rate ΓLI(N) for one Cooper pair to tunnel from the left lead to an island that initially

contains N excess Cooper pairs. To first order, we use the Golden rule,

Γi→f =
2π

h̄
|〈f |HT | i〉|

2 δ (Ei − Ef ) (A.1)

where HT is the term in the Hamiltonian responsible for the tunnelling. Using the Joseph-

son coupling with phase fluctuations in Eq. 2.6 for HT , the rate for a Cooper pair to tunnel
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from the left lead to the island with an associated change in the environment is given by

ΓLI(N, X → X ′) =
π

2h̄
E2

J

∣

∣

∣

〈

X ′
∣

∣

∣eiδφ
∣

∣

∣ X
〉∣

∣

∣

2
δ (∆Ech + EX − EX′) (A.2)

where X and X ′ refer to environmental states and

∆Ech = EC [N − CgVg/2e]2 + V/2 − EC [(N + 1) − CgVg/2e]2 (A.3)

is the difference in the initial and final charging energies of the sSET with bias voltage V .

Since we are not interested in the environment, we can sum over all possible environmental

transitions to find

ΓLI(N) =
π

2h̄
E2

J

∑

X,X′

pB(X)
∣

∣

∣

〈

X ′
∣

∣

∣eiδφ
∣

∣

∣ X
〉∣

∣

∣

2
δ (∆Ech + EX′ − EX)

≡
π

2h̄
E2

JP (∆Ech) (A.4)

where pB(X) is the probability of finding the bath in the initial state X and the defined

quantity P (∆Ech) is proportional to the tunneling probability. We can use the identity

δ (∆Ech + EX′ − EX) =
1

2πh̄

∫ ∞

−∞
dte

i

h̄
(∆Ech+E

X′−EX)t (A.5)

to rewrite P (∆Ech) as

P (∆Ech) =
∑

X,X′

pB(X)
∣

∣

∣

〈

X ′
∣

∣

∣eiδφ
∣

∣

∣ X
〉∣

∣

∣

2 1

2πh̄

∫ ∞

−∞
dte

i

h̄
(∆Ech+E

X′−EX)t. (A.6)

Switching the order of the summation and the integration and moving into the Heisenberg

picture yields

P (∆Ech) =
1

2πh̄

∫ ∞

−∞
dte

i

h̄
∆Echt

∑

X,X′

〈

X
∣

∣

∣eiδφ(t)
∣

∣

∣ X ′
〉 〈

X ′
∣

∣

∣e−iδφ(0)
∣

∣

∣ X
〉

pB(X). (A.7)
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We can now simplify the summation as follows

∑

X,X′

〈

X
∣

∣

∣eiδφ(t)
∣

∣

∣ X ′
〉 〈

X ′
∣

∣

∣e−iδφ(0)
∣

∣

∣ X
〉

pB(X) =
∑

X

〈

X
∣

∣

∣eiδφ(t)e−iδφ(0)
∣

∣

∣ X
〉

pB(X)

=
〈

eiδφ(t)e−iδφ(0)
〉

bath

= e〈[δφ(t)−δφ(0)]δφ(0)〉
bath

≡ eK(t) (A.8)

where K(t) is the phase correlation function. Phase fluctuations are related to voltage

fluctuations via the second Josephson relation, Eq. 1.4. The voltage correlation function

is given by the Johnson-Nyquist formula, Eq. 2.8. The phase correlation function is then

K(t) = 4

∫ ∞

−∞

dω

ω

Re [Zeff (ω)]

RK

{

coth

(

h̄ω

2kBT

)

[cos(ωt) − 1] − i sin(ωt)

}

(A.9)

where RK = h/e2 ≈ 25.8 kΩ is the resistance quantum. Thus the transition rate is

proportional to

P (∆Ech) =
1

2πh̄

∫ ∞

−∞
dteK(t)+i∆Echt/h̄ (A.10)

where K(t) is given by the expression above.

The probability of finding the island with N Cooper pairs, p(N, t), is related to

the tunneling rates between the island and the two leads. For an appropriate range of

gate voltages and bias voltages, the only important charge states to consider are N and

N + 1 Cooper pairs on the island, and the Cooper pairs tunnel strictly from left to right.

In this case,

d

dt
p(N, t) = −ΓLI(N)p(N, t) + ΓIR(N + 1)p(N + 1, t) (A.11)

where

p(N, t) + p(N + 1, t) = 1 (A.12)
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and ΓIR(N + 1) is the transition rate for a Cooper pair to tunnel off an island, initially

with N + 1 Cooper pairs, to the right lead. In a steady state solution, d
dtp(N, t) = 0

and the current through the sSET is equal to the current through either of the junctions.

Using these assumptions we find that the current is

I = IL = −2eΓLI(N)p(N, t)

= −2e
ΓLI(N)ΓIR(N + 1)

ΓLI(N) + ΓIR(N + 1)
(A.13)

where IL is the current through the left junction.
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[38] P. Szabó, P. Samuely, J. Kačmarč́ık, T. Klein, J. Marcus, D. Fruchart, S. Miraglia,

C. Marcenat, and A. G. M. Jansen. Evidence for two superconducting energy gaps

in MgB2 by point-contact spectroscopy. Phys. Rev. Lett., 87:137005/1–4, 2001.

[39] F. Giubileo, D. Roditchev, W. Sacks, R. Lamy, D. X. Thanh, J. Klein, S. Miraglia,

D. Fruchart, and J. Marcus. Two-gap state density in MgB2: A true bulk property

or a proximity effect? Phys. Rev. Lett., 87:177008/1–4, 2001.

[40] R. S. Gonnelli, A. Calzolari, D. Daghero, G. A. Ummarino, V. A. Stepanov,



129

G. Giunchi, S. Ceresara, and G. Ripamonti. Josephson effect in MgB2 break junctions.

Phys. Rev. Lett., 87:097001/1–4, 2001.

[41] A. Brinkman, D. Veldhuis, D. Mijatovic, G. Rijnders, D. H. A. Blank, H. Hilgenkamp,

and H. Rogalla. Superconducting quantum interference device based on MgB2

nanobridges. Appl. Phys. Lett., 79:2420–2422, 2001.

[42] Y. Zhang, D. Kinion, J. Chen, J. Clarke, D. G. Hinks, and G. W. Crabtree. MgB2

tunnel junctions and 19 K low-noise dc superconducting quantum inteference devices.

Appl. Phys. Lett., 79:3995–3997, 2001.

[43] R. C. Dynes, V. Narayanamurti, and J. P. Garno. Direct measurement of

quasiparticle-lifetime broadening in a strong-coupled superconductor. Phys. Rev.

Lett., 41:1509–1512, 1978.

[44] V. Ambegaokar and B. I. Halperin. Voltage due to thermal noise in the dc Josephson

effect. Phys. Rev. Lett., 22:1364–1366, 1969.

[45] Y. Taur, P. L. Richards, and F. Auracher. Application of the shunted junction model

to point-contact Josephson junctions. In K. D. Timmerhaus, W. J. O’Sullivan, and

E. F. Hammel, editors, Low Temperature Physics-LT-13, volume 3, pages 276–280,

New York, 1974. Plenum Press.

[46] A. I. Braginski, H.-J. Krause, and J. Vrba. SQUID magnetometers. In M. H. Fran-

combe, editor, Handbook of Thin Film Devices, volume 3: Superconducting Film

Devices, pages 149–225. Academic Press, San Diego, 2000.



130

[47] H. J. Choi, M. L. Cohen, and S. G. Louie. Anisotropic Eliashberg theory of MgB2:

Tc, isotope effects, superconducting energy gaps, quasiparticles, and specific heat.

Physica C, 385:66–74, 2003.

[48] M. R. Eskildsen, M. Kugler, G. Levy, S. Tanaka, J. Jun, S. M. Kazakov, J. Karpinski,

and Ø. Fischer. Scanning tunneling spectroscopy on single crystal MgB2. Physica C,

385:169–176, 2003.

[49] M. Iavarone, G. Karapetrov, A. E. Koshelev, W. K. Kwok, G. W. Crabtree, D. G.

Hinks, R. Cook, W. N. Kang, E. M. Choi, H. J. Kim, and S. I. Lee. Directional

scanning tunneling spectroscopy in MgB2. Physica C, 385:215–220, 2003.

[50] W. N. Kang, H.-J. Kim, E.-M. Choi, C. U. Jung, and S.-I. Lee. MgB2 superconducting

thin films with a transition temperature of 39 Kelvin. Science, 292:1521–1523, 2001.

[51] C. B. Eom, M. K. Lee, J. H. Choi, L. J. Belenky, X. Song, L. D. Cooley, M. T.

Naus, S. Patnaik, J. Jiang, M. Rikel, A. Polyanskii, A. Gurevich, X. Y. Cai, S. D.

Bu, S. E. Babcock, E. E. Hellstrom, D. C. Larbalestier, N. Rogado, K. A. Regan,

M. A. Hayward, T. He, J. S. Slusky, K. Inumaru, M. K. Haas, and R. J. Cava. High

critical current density and enhanced irreversibility field in superconducting MgB2

thin films. Nature, 411:558–560, 2001.

[52] R. Flükiger, H. L. Suo, N. Musolino, C. Beneduce, P. Toulemonde, and P. Lezza.

Superconducting properties of MgB2 tapes and wires. Physica C, 385:286–305, 2003.

[53] J. Vrba. SQUID gradiometers in real environments. In H. Weinstock, editor, SQUID



131

Sensors: Fundamentals, Fabrication and Applications, volume 329 of NATO ASI

Series, pages 117–178. Kluwer Academic Publishers, Netherlands, 1996.

[54] J. P. Wikswo and J. P. Barach. Possible sources of new information in the magneto-

cardiogram. J. Theor. Biol., 95:721–729, 1982.

[55] B. J. Roth and J. P. Wikswo. Electrically silent magnetic fields. Biophys. J., 50:739–

745, 1986.

[56] P. Takala, H. Hänninen, J. Montonen, M. Mäkijärvi, J. Nenonen, L. Oikarinen,
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